
Midterm Examination IISTA711: Probability & Measure TheoryThursday, 2012 Nov 15, 11:45 am { 1:00pmThis is a losed-book examination. You may use a singlesheet of prepared notes, if you wish, but you may not sharematerials. If a question seems ambiguous or onfusing, pleaseask me to larify it.Unless a problem states otherwise, you must show yourwork.There are blank worksheets and a pdf/pmf sheet at the end ofthe test. It is to your advantage to write your solutions as learlyas possible, and to box answers I might not �nd. Good luk.1. /202. /203. /204. /205. /20Total: /100

Print Name:



Name: STA 711: Prob & Meas TheoryProblem 1. Let 
 = R+ with Borel sets F = B(R+) and probabilitymeasure P[A℄ = ZA e�! d!for A 2 F. For n 2 N0 = f0; 1; 2; : : :g set Xn(!) � !n.a) (6) Find (expliitly, in losed form| simplify) the bound that a diretappliation of Markov's inequality1 gives forP[X3 � 8℄ �
b) (6) Find (in losed form| simplify) the exat probabilityP[X3 � 8℄ =
) (8) Set Z �P0�n<1Xn=n!. Evaluate Z(!) expliitly and �nd E[Zp℄for eah p > 0:Z(!) = E[Zp℄ =

1You an ompute EXn expliitly, using the Gamma or fatorial funtions.Fall 2012 1 Nov 15 ! 1pm



Name: STA 711: Prob & Meas TheoryProblem 2: Let fXi; Yi : i 2 Ng be iid with the standard exponentialEx(1) distribution2. Set Zi � (Xi � Yi) and Sn �P1�i�n Zi.a) (5) Find the harateristi funtion for Sn:3�n(!) � Eei!Sn =

b) (5) Find the mean and variane of Sn by any method you wish (butshow your work or explain your answer):�n � ESn = �2n � E(Sn � �n)2 =

2A sheet of information about ommon distributions is at the bak of this exam.3Suggestion: First �nd the h.f. for X1; then for �Y1; then for Z1; then for Sn.Fall 2012 2 Nov 15 ! 1pm



Name: STA 711: Prob & Meas TheoryProblem 2 (ont'd):) (5) Find the indiated limits for ! 2 R as n!1:�n(!=n)! Sn=n)

d) (5) Find the indiated limits for ! 2 R as n!1:�n(!=pn)! Sn=pn)
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Name: STA 711: Prob & Meas TheoryProblem 3: Let fXng be independent real-valued random variables on aprobability spae (
;F;P) for n 2 N, with a ommon ontinuous distribution.Call Xn a \reord" if Xn > max fXj : 1 � j < ng (X1 is always a reord),and set: �n � (1 Xn is a reord0 Xn is not a reord.a) (5) Find4E[�n℄ = P[Xn is a reord℄ =

b) (5) Are f�2; �3g independent?  Yes  No Why?4

4For parts a) b) ) of this problem it is only the order of the fXng that matter, nottheir spei� values. What are the possible orders of, say, X1; X2; X3? What are theirprobabilities? Reall that they are iid with a ontinuous distribution. Symmetry helps.Fall 2012 4 Nov 15 ! 1pm



Name: STA 711: Prob & Meas TheoryProblem 3 (ont'd):) (5) Let Zn � Pnj=1 �j be the number of reords among the �rst nobservations. Prove Zn=n! 0 in L1 (for 4pts) and a.s. (for 1 pt).

d) (5) Whih of the preeding answers in this Problem 3 would hange ifthe ommon distribution of fXng were not ontinuous? Give an example toillustrate.5 Cirle the ones that would hange: a) b) ) and explain:

5Suggestion: onsider iid Bernoulli fXng with p = 1=2.Fall 2012 5 Nov 15 ! 1pm



Name: STA 711: Prob & Meas TheoryProblem 4: Let X be a disrete-valued random variable with pmf pn =P[X = an℄ for some fang � R, fpng � R+ s.t. P1n=1 pn = 1 and let Y be anabsolutely-ontinuous real valued random variable with pdf g(y).a) (4) Exatly what does it mean for X and Y to be independent? Giveeither the de�nition or a suÆient riterion.
b) (4) Give an expression (it should involve fang, fpng, and g) for theindiated expetation, for a bounded measurable h : R

2 ! R:E�h(X; Y )� =
) (6) If X and Y are independent, is their sum Z � X + Y  disrete, absolutely ontinuous, or  an't tell?? If disrete, give the pmf p(z); ifabsolutely ontinuous, give the pdf f(z); if this an't be determined, explain.
d) (6) Give the exat onditions on fang, fpng, and g needed to ensurethat X 2 L2 and Y 2 L2.
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Name: STA 711: Prob & Meas TheoryProblem 5: True or false? Cirle one; eah answer is 2 points. No ex-planations are needed, but you an give one if you think the question isambiguous or triky (no triks are intended). All random variables are real.a) T F Lebesgue's dominated onvergene theorem implies thatR 10 sin(nx) dx! 0 as n!1.b) T F Jensen's Inequality implies that E(X2) � (EX)2 for X 2 L1.) T F For any r.v. Y and number a > 0, P[Y > a℄ � E[Y 2℄=a2.d) T F For any sequene of random variables fXng � L1(
;F;P),E" 1Xn=1Xn# = 1Xn=1�EXn�:e) T F For any random variables fX�g, fos(X�)g is UI.f) T F Let X have the geometri distribution with P[X = k℄ = 2�k�1for k 2 N0 = f0; 1; 2; :::g. Then P[X is odd℄ � 1=2.g) T F Three �-�elds F1, F2, F3 are independent if and only ifP[Fi \ Fj℄ = P[Fi℄ P[Fj℄ for every Fi 2 Fi, for i; j 2 f1; 2; 3g with i 6= j.h) T F Random variables X and Y are independent if and only ifE[f(X) �g(Y )℄ = E[f(X)℄ �E[g(Y )℄ for all bounded Borel funtions f(x), g(y).i) T F If fXng is UI then for some onstant B > 0 eah kXnk1 � B.j) T F If Xn is absolutely ontinuous with pdf fn(x) and if Xn on-verges in distribution, then fn(x) onverges as n!1 to the pdf f(x) of thelimiting distribution, for every x where f(x) is ontinuous.Fall 2012 7 Nov 15 ! 1pm



Name: STA 711: Prob & Meas TheoryBlank Worksheet
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Name: STA 711: Prob & Meas TheoryAnother Blank Worksheet
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Name Notation pdf/pmf Range Mean � Variane �2Beta Be(�; �) f(x) = �(�+�)�(�)�(�)x��1(1� x)��1 x 2 (0; 1) ��+� ��(�+�)2(�+�+1)Binomial Bi(n; p) f(x) = �nx�pxq(n�x) x 2 0; � � � ; n n p n p q (q = 1� p)Exponential Ex(�) f(x) = � e��x x 2 R+ 1=� 1=�2Gamma Ga(�; �) f(x) = ���(�)x��1 e��x x 2 R+ �=� �=�2Geometri Ge(p) f(x) = p qx x 2 N0 q=p q=p2 (q = 1� p)f(y) = p qy�1 y 2 f1; :::g 1=p q=p2 (y = x+ 1)HyperGeo. HG(n;A;B) f(x) = (Ax)( Bn�x)(A+Bn ) x 2 0; � � � ; n nP nP (1�P )N�nN�1 (P = AA+B )Logisti Lo(�; �) f(x) = e�(x��)=��[1+e�(x��)=�℄2 x 2 R � �2�2=3Log Normal LN(�; �2) f(x) = 1xp2��2 e�(log x��)2=2�2 x 2 R+ e�+�2=2 e2�+�2�e�2�1�Neg. Binom. NB(�; p) f(x) = �x+��1x �p� qx x 2 N0 �q=p �q=p2 (q = 1� p)f(y) = �y�1y���p� qy�� y 2 f�; :::g �=p �q=p2 (y = x+ �)Normal No(�; �2) f(x) = 1p2��2 e�(x��)2=2�2 x 2 R � �2Pareto Pa(�; �) f(x) = � ��=x�+1 x 2 (�;1) ����1 �2�(��1)2(��2)Poisson Po(�) f(x) = �xx! e�� x 2 N0 � �Snedeor F F (�1; �2) f(x) = �( �1+�22 )(�1=�2)�1=2�( �12 )�( �22 ) � x 2 R+ �2�2�2 � �2�2�2�2 2(�1+�2�2)�1(�2�4)x �1�22 h1 + �1�2 xi� �1+�22Student t t(�) f(x) = �( �+12 )�( �2 )p�� [1 + x2=�℄�(�+1)=2 x 2 R 0 �=(� � 2)Uniform Un(a; b) f(x) = 1b�a x 2 (a; b) a+b2 (b�a)212Weibull We(�; �) f(x) = ��� x��1 e�(�x)� x 2 R+ �(1+��1)� �(1+2=�)��2(1+1=�)�2


