
Final ExaminationSTA711: Probability & Measure TheoryTuesday, 2013 De
 10, 9:00 am { 12:00nThis is a 
losed-book examination. You may use a sheet ofprepared notes, if you wish, but you may not share materials.If a question seems ambiguous or 
onfusing, please ask me to
larify it.Unless a problem states otherwise, you must show yourwork.There are blank worksheets and a pdf/pmf sheet at the end ofthe test. It is to your advantage to write your solutions as 
learlyas possible, and to box answers I might not �nd. Good lu
k.
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Name: STA 711: Prob & Meas TheoryProblem 1: Let fLng and fPng be nested sequen
es of �-systems and�-systems1, respe
tively, on a probability spa
e (
;F ;P), i.e., that satisfyLn � Ln+1 � F and Pn � Pn+1 � F for ea
h n 2 N. For ea
h of partsa){d), give a proof or a 
ounter-example.a) (5) Is \Ln a �-system? 
 Yes 
 No Why?

b) (5) Is [Ln a �-system? 
 Yes 
 No Why?

1Re
all: L is a �-system if (a) 
 2 L, (b) A 2 L ) A
 2 L, and (
) fAng � L disjoint) [An 2 L. P is a �-system if A;B 2 P ) A \ B 2 P .Fall 2013 1 Exam ends: 12n



Name: STA 711: Prob & Meas TheoryProblem 1 (
ont'd): Still Ln � Ln+1 � F are �-systems and Pn �Pn+1 � F are �-systems on (
;F ;P).
) (5) Is \Pn a �-system? 
 Yes 
 No Why?

d) (5) Is [Pn a �-system? 
 Yes 
 No Why?

Fall 2013 2 Exam ends: 12n



Name: STA 711: Prob & Meas TheoryProblem 2: Let 
 = (0; 1℄2 be the unit square, F = B(
) the Borel sets,and P Lebesgue measure. Consider several families of events:2A := f(0; a℄� (0; a℄ : 0 < a � 1g B := f(0; 
℄� (
; 1℄ : 0 < 
 � 1gC := f(0; a℄� (0; b℄ : 0 < a � b � 1g D := f(0; a℄� (0; b℄ : 0 < a; b � 1ga) (4) Whi
h (if any) of these is a �-system? Cir
le those that are:A B C Db) (4) Whi
h (if any) of these generates F , i.e., has �(� � �) = F?A B C D
) (6) Prove both your assertions about A.

d) (6) Prove both your assertions about C.3

2Drawing pi
tures helps.3I wouldn't suggest spending lots of time on the \b)" se
tion of this part until the restof the exam was mostly done.Fall 2013 3 Exam ends: 12n



Name: STA 711: Prob & Meas TheoryProblem 3: Let 
 = R+ = [0;1) be the positive half-line, with Borelsets F = B(R+) and probability measure P given by P(d!) = 2e�2! d! or,equivalently, P�(a; b ℄� = e�2a � e�2b 0 � a � b <1:For ea
h integer n 2 N = f1; 2; � � � g de�ne a random variable on (
;F) byXn(!) := !n:a) (4) Find the mean mn = E[Xn℄ for ea
h n 2 N and the 
ovarian
e�mn = E[(Xm �mm)(Xn �mn)℄ for ea
h m;n 2 N (see footnote4):mn = �mn =

b) (4) Give the distribution �n(�) of Xn, a probability measure on (R;B):�n(B) =

4Re
all �(�) := R10 z��1e�z dz for � > 0, or (�� 1)! for � 2 NFall 2013 4 Exam ends: 12n



Name: STA 711: Prob & Meas TheoryProblem 3 (
ont'd): As before, 
 = R+, F = B(R+), P(d!) = 2e�2! d!,and Xn(!) := !n for n 2 N
) (4) Find the indi
ated 
onditional expe
tation. Explain your answer.E[X2 j X4℄(!) =
d) (4) Does Xn 
onverge to a limit X 2 L2? If so, �nd X; if not, why?
 Yes 
 No

e) (4) For whi
h (if any) p > 0 does Yn = Pnj=0Xj=j! 
onverge in Lp asn!1 to a limit Y 2 Lp? Why?

Fall 2013 5 Exam ends: 12n



Name: STA 711: Prob & Meas TheoryProblem 4: Let fAng � F and fXng � L1(
;F ;P) with kXnk1 � 1 andP (An)! 0.a) (8) Does it follow that EXn1An ! 0? 
 Yes 
 No Prove it, or �nda 
ounter-example:

b) (8) Does it follow that EX11An ! 0? 
 Yes 
 No Prove it, or �nda 
ounter-example:


) (4) Would either of your answers to a) or b) 
hange if we have fXng �L2(
;F ;P) with kXnk2 � 1? Explain.

Fall 2013 6 Exam ends: 12n



Name: STA 711: Prob & Meas TheoryProblem 5: Let fAng be events on some probability spa
e (
;F ;P) withP(An) = 2�n and for n � 0 set Xn := 2n1Ana) (4) Show that Y :=P1n=0Xn is �nite almost-surely:
b) (4) For whi
h 0 < p � 1 is Xn 2 Lp? Why?

) (6) For whi
h 0 < p � 1 is Y 2 Lp? Why?
d) (6) Is the 
olle
tion fXng Uniformly Integrable? 
 Yes 
 NoWhy?

Fall 2013 7 Exam ends: 12n



Name: STA 711: Prob & Meas TheoryProblem 6: Let X 2 L2(
;F ;P) have mean EX = 0 and varian
e �2 =EX2.a) (8) For all a > 0 and t 2 R prove the one-sided boundP[X > a℄ � �2 + t2(a+ t)2
b) (8) Find the value of t > 0 that minimizes this bound (Hint: loga-rithms make this easier). Simplify!

) (4) Find the resulting bound on tail probabilities (Simplify!):P[X > a℄ �

Fall 2013 8 Exam ends: 12n



Name: STA 711: Prob & Meas TheoryProblem 7: The random variables X and Z are independent, with dis-tributions X � No(0; 1) P[Z = +1℄ = 1=2 = P[Z = �1℄while Y := XZ is their produ
t. Simplify all answers.a) (6) What is the probability distribution of Y ?
b) (4) What is the 
ovarian
e of X and Y ?

) (5) Are X and Y independent? 
 Yes 
 No Why?
d) (5) Are Y and Z independent? 
 Yes 
 No Why?

Fall 2013 9 Exam ends: 12n



Name: STA 711: Prob & Meas TheoryProblem 8: Let fXng � L2(
;F ;P) be independent and identi
allydistributed with mean � = EX1 and varian
e �2 = E(X1 � �)2, and letFn = �fXj : 1 � j � ng. Fix any � > 0. Choose True or False below; noneed to explain (unless you 
an't resist). Ea
h is 2pt.a) T F For any Y 2 L1(
;F ;P), Mn := E[Y j Fn℄ is a martingale.b) T F For Y and Mn := E[Y j Fn℄ as above, jMnj � jY j a.s.
) T F If Z is measurable over \n�mFn for ea
h m 2 N, then Z is
onstant a.s.d) T F Almost surely, fn : Xn > n�g is a �nite set.e) T F R ��� jxj�1=2 dx is well-de�ned and �nite.f) T F If E[exp(Z)℄ <1 and E[exp(�Z)℄ <1, then Z 2 L2.g) T F Any fun
tion of fX2n : n 2 Ng is independent of any fun
tionof fX2n+1 : n 2 Ng.h) T F E[X1 j (X1 +X2 +X3 +X4 +X5 +X6) = 42℄ = 7i) T F If Yn := X2n then fYng are UIj) T F Ne
essarily P� lim sup jXnj =1� = 1 = P� lim inf jXnj = 0�Fall 2013 10 Exam ends: 12n



Name: STA 711: Prob & Meas TheoryBlank Worksheet

Fall 2013 11 Exam ends: 12n



Name: STA 711: Prob & Meas TheoryAnother Blank Worksheet

Fall 2013 12 Exam ends: 12n



Name Notation pdf/pmf Range Mean � Varian
e �2Beta Be(�; �) f(x) = �(�+�)�(�)�(�)x��1(1� x)��1 x 2 (0; 1) ��+� ��(�+�)2(�+�+1)Binomial Bi(n; p) f(x) = �nx�pxq(n�x) x 2 0; � � � ; n n p n p q (q = 1� p)Exponential Ex(�) f(x) = � e��x x 2 R+ 1=� 1=�2Gamma Ga(�; �) f(x) = ���(�)x��1 e��x x 2 R+ �=� �=�2Geometri
 Ge(p) f(x) = p qx x 2 Z+ q=p q=p2 (q = 1� p)f(y) = p qy�1 y 2 f1; :::g 1=p q=p2 (y = x+ 1)HyperGeo. HG(n;A;B) f(x) = (Ax)( Bn�x)(A+Bn ) x 2 0; � � � ; n nP nP (1�P )N�nN�1 (P = AA+B )Logisti
 Lo(�; �) f(x) = e�(x��)=��[1+e�(x��)=�℄2 x 2 R � �2�2=3Log Normal LN(�; �2) f(x) = 1xp2��2 e�(log x��)2=2�2 x 2 R+ e�+�2=2 e2�+�2�e�2�1�Neg. Binom. NB(�; p) f(x) = �x+��1x �p� qx x 2 Z+ �q=p �q=p2 (q = 1� p)f(y) = �y�1y���p� qy�� y 2 f�; :::g �=p �q=p2 (y = x+ �)Normal No(�; �2) f(x) = 1p2��2 e�(x��)2=2�2 x 2 R � �2Pareto Pa(�; �) f(x) = � ��=x�+1 x 2 (�;1) � ���1 �2�(��1)2(��2)Poisson Po(�) f(x) = �xx! e�� x 2 Z+ � �Snede
or F F (�1; �2) f(x) = �( �1+�22 )(�1=�2)�1=2�( �12 )�( �22 ) � x 2 R+ �2�2�2 � �2�2�2�2 2(�1+�2�2)�1(�2�4)x �1�22 h1 + �1�2 xi� �1+�22Student t t(�) f(x) = �( �+12 )�( �2 )p�� [1 + x2=�℄�(�+1)=2 x 2 R 0 �=(� � 2)Uniform Un(a; b) f(x) = 1b�a x 2 (a; b) a+b2 (b�a)212Weibull We(�; �) f(x) = �� x��1 e�� x� x 2 R+ �(1+��1)�1=� �(1+2=�)��2(1+1=�)�2=�


