
Final ExaminationSTA711: Probability & Measure TheoryWednesday, 2012 De 12, 9:00 am { 12:00nThis is a losed-book examination. You may use a sheet ofprepared notes, if you wish, but you may not share materials.If a question seems ambiguous or onfusing, please ask me tolarify it.Unless a problem states otherwise, you must show yourwork.There are blank worksheets and a pdf/pmf sheet at the end ofthe test. It is to your advantage to write your solutions as learlyas possible, and to box answers I might not �nd. Good luk.1. /20 6. /202. /20 7. /203. /20 8. /204. /20 9. /205. /20 10. /20/100 /100Total: /200
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Name: STA 711: Prob & Meas TheoryProblem 1. Let A be a olletion of subsets of a nonempty set 
 suh thata. 
 2 Ab. A;B 2 A ) AnB = A \ B 2 A.a) (8) Prove that A is a �eld.

b) (12) Let 
 = fa; b; ; dg and let B = fB � 
 : #(B) is eveng, thesets with 0, 2, or 4 elements. Show that B is a �-system. Is it a �eld? Yes  No Why?
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Name: STA 711: Prob & Meas TheoryProblem 2: For 0 < p < 1 let fXi : i 2 Ng iid� Ge(p) be iid with thegeometri probability distribution with probability mass funtion (pmf)P[Xi = k℄ = pqk; k 2 N0 � f0; 1; 2; � � � g ; q � (1� p):a) (8) Find1 the pmf for Yn � max1�i�nXi:
b) (8) Find2 the pmf for Zn � min1�i�nXi:
) (4) Find the hf (Charateristi Funtion) for Sn �P1�i�nXi:

1Suggestion: Find the CDFs for Xi and then for Yn �rst.2What's the probability that Zn is greater than z?Fall 2012 2 De 12, 9am! 12n



Name: STA 711: Prob & Meas TheoryProblem 3: The random variables fXig are all independent and all sat-isfy E[Xi4℄ � 1:0, but they may have di�erent distributions. Let Sn �Pni=1Xi be their partial sum.a) (8) Does it follow without any further assumptions that Sn=n onvergesalmost surely?  Yes  No Give a proof or ounter-example.
b) (8) If in addition we know Xn ! 0 in probability, for whih (if any)0 < p <1 does it follow that Xn ! 0 in Lp? Why?
) (4) Give the best bound you an: (+1x for showing it's best possible)P[X1 � 2℄ �
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Name: STA 711: Prob & Meas TheoryProblem 4: Let 
 = R+ = [0;1) be the positive half-line, with Borelsets F = B(R+) and probability measure P given by P(d!) = e�! d! or,equivalently, P�(a; b℄� = e�a � e�b 0 � a � b <1:For eah integer n 2 N = f1; 2; � � � g de�ne a random variable on (
;F) byXn(!) := (0 if ! < n1 if ! � na) (4) Find the mean mn = E[Xn℄ for eah n 2 N and the ovariane�mn = E[(Xm �mm)(Xn �mn)℄ for eah m � n 2 N:mn = �mn =

b) (4) Give the probability distribution measure �n(�) of Xn for eah n:
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Name: STA 711: Prob & Meas TheoryProblem 4 (ont'd): As before, 
 = R+, F = B(R+), P(d!) = e�! d!,and Xn(!) := 1[n;1)(!) for n 2 N (see footnote3)) (4) For eah �xed n 2 N give the �-algebra �(Xn) expliitly:�(Xn) = ( )

d) (4) Does the �-algebra G = �(X1; X2; :::) generated by all the Xn'sontain all the Borel sets in R+?  Yes  No If so, say why; if not, �nda Borel set B 2 F that is not in G.
e) (4) AreX1 andX2 independent?  Yes  No Justify your answer.

3Reall that the indiator random variable 1A(!) is one if ! 2 A, otherwise zero.Fall 2012 5 De 12, 9am! 12n



Name: STA 711: Prob & Meas TheoryProblem 5: As in Problem 4, 
 = R+, F = B(R+), P(d!) = e�! d!,and Xn(!) := 1[n;1)(!) for n 2 N.a) (4) Prove that the partial sums Sn :=Pnj=1Xj onverge almost surelyas n!1 to some limiting random variable S �P1j=1Xj.
b) (4) Do the partial sums Sn := X1 + � � �+Xn onverge to S in L1 asn!1?  Yes  No Justify your answer.
) (4) Give the name4 and the mean of the probability distribution ofthe limit S =P1j=1Xj.
d) (8) Set Fn = �fX1; � � � ; Xng, the �-algebra generated by the �rst nof the Xk's. Find the indiated onditional expetations:E[X4 j F2℄ = E[S j F2℄ =

4Remember, there's a list of distributions with names and means at the bak of thisexam. Exatly what must ! be to make S = 0? S = 2? S = k?Fall 2012 6 De 12, 9am! 12n



Name: STA 711: Prob & Meas TheoryProblem 6: Be spei� for eah of the following, leaving no parametersunspei�ed, but no need to prove onvergene. For eah part you may speifyeither the distributions themselves �n(dx), �(dx) or random variables Xn, Xwith those distributions.a) (8) Give an example of a sequene of disrete distributions that on-verge in distribution to an absolutely-ontinuous distribution.
b) (8) Give an example of a sequene of absolutely-ontinuous distribu-tions that onverge in distribution to a disrete distribution.
) (4) Give an example of a distribution supported on only rational values(so �n(B) = 1 for some losed set B � Q) that onverges to one supportedon only irrational values (so �(B) = 1 for some losed B � Q).
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Name: STA 711: Prob & Meas TheoryProblem 7: Let fXjg1�j�3 be independent random variables on (
;F ;P)representing the outomes on three independent fair 6-sided die.a) (6) How many points must 
 have, at minimum? Why?
b) (6) Is is possible to �nd iid X1; X2; X3 eah uniform on f1; 2; 3; 4; 5; 6gon the spae (
;F ;P) with 
 = (0; 1℄ and P = d! Lebesgue measure on theBorel sets F = B?  Yes  No If so, give a possible version ofX1 : 
! R(+1x for all three, X1, X2, X3); if not, why?
) (8) Let Y = X1 +X2 and Z = X2 +X3. Find5: E[Y j Z℄ =

5Suggestion: First �nd E[X1 j X2; X3℄ and E[X2 j Z � X2 +X3℄.Fall 2012 8 De 12, 9am! 12n



Name: STA 711: Prob & Meas TheoryProblem 8: Let Xj iid� Po(1) be independent random variables, all withthe unit-mean Poisson distribution.a) (8) Find the harateristi funtion �(!) = E�ei!Xj� of Xj and the loghf  (!) � log�(!).
b) (6) For numbers a > 0, �nd the log harateristi funtion  1(!) of(Xj � 1)=a.
) (6) Let Sn = X1+ � � �+Xn be the partial sum. Find a sequene an > 0suh that the log harateristi funtion  n(!) of (Sn � n)=an onverges to�!2=2 for every !, and explain what this says about the limiting probabilitydistribution of Sn (i.e., about the Po(n) distribution for large n).6

6Reall the Taylor series ex = 1 + x+ x2=2 + o(x2) � 1 + x+ x2=2 near x � 0.Fall 2012 9 De 12, 9am! 12n



Name: STA 711: Prob & Meas TheoryProblem 9: The random variables X and Y have a distribution gener-ated by the following mehanism. A fair oin is tossed; if it falls Heads, thenX = Y = 0; if it falls Tails, then X and Y are drawn independently from thestandard normal No(0; 1) distribution with CDF �(z) � R z�1 e�t2=2dt=p2�.a) (4) Are X and Y independent?  Yes  No Why?
b) (4) Set Z � 3X + 4Y . If the oin falls Tails (in whih ase X; Y iid�No(0; 1)), �nd the onditional CDF for Z (you may use �(�) in your expres-sion):P[Z � z j Tails℄ =
) (6) Now �nd the unonditional CDF for Z = 3X + 4Y :
P[Z � z℄ = 8>>>>>><>>>>>>:and sketh a very very rough plot of it:
�10 �8 �6 �4 �2 0 2 4 6 8 10z0.000.501.00
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Name: STA 711: Prob & Meas TheoryProblem 9 (ont'd):d) (6) Let G be the �-algebra generated by Z. Find the onditionalexpetation of X, given G = �(Z):E[X j G℄ =

Fall 2012 11 De 12, 9am! 12n



Name: STA 711: Prob & Meas TheoryProblem 10: Let fXn > 0g and X > 0 be positive random variables withXn ! X a.s. Choose True or False below; no need to explain (unless youan't resist). Eah is 3pt, exept g) (just 2pt, and diÆult to get wrong).a) T F log(Xn)! log(X) in probability.
b) T F Xn ! X in L2 if eah E [jXnj3℄ � �.
) T F log(Xn)! log(X) in L1 if eah E[jXnj3℄ � �.
d) T F lim supn!1 E[log(1 +Xn)℄ � E[log(1 +X)℄.
e) T F X 2 L2 if, for some t > 0, E[exp(t �X)℄ <1.
f) T F X 2 L2 if, for some t < 0, E[exp(t �X)℄ <1.
g) T F The answer you hose for this question is T.Fall 2012 12 De 12, 9am! 12n



Name: STA 711: Prob & Meas TheoryBlank Worksheet
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Name: STA 711: Prob & Meas TheoryAnother Blank Worksheet
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Name Notation pdf/pmf Range Mean � Variane �2Beta Be(�; �) f(x) = �(�+�)�(�)�(�)x��1(1� x)��1 x 2 (0; 1) ��+� ��(�+�)2(�+�+1)Binomial Bi(n; p) f(x) = �nx�pxq(n�x) x 2 0; � � � ; n n p n p q (q = 1� p)Exponential Ex(�) f(x) = � e��x x 2 R+ 1=� 1=�2Gamma Ga(�; �) f(x) = ���(�)x��1 e��x x 2 R+ �=� �=�2Geometri Ge(p) f(x) = p qx x 2 Z+ q=p q=p2 (q = 1� p)f(y) = p qy�1 y 2 f1; :::g 1=p q=p2 (y = x+ 1)HyperGeo. HG(n;A;B) f(x) = (Ax)( Bn�x)(A+Bn ) x 2 0; � � � ; n nP nP (1�P )N�nN�1 (P = AA+B )Logisti Lo(�; �) f(x) = e�(x��)=��[1+e�(x��)=�℄2 x 2 R � �2�2=3Log Normal LN(�; �2) f(x) = 1xp2��2 e�(log x��)2=2�2 x 2 R+ e�+�2=2 e2�+�2�e�2�1�Neg. Binom. NB(�; p) f(x) = �x+��1x �p� qx x 2 Z+ �q=p �q=p2 (q = 1� p)f(y) = �y�1y���p� qy�� y 2 f�; :::g �=p �q=p2 (y = x+ �)Normal No(�; �2) f(x) = 1p2��2 e�(x��)2=2�2 x 2 R � �2Pareto Pa(�; �) f(x) = � ��=x�+1 x 2 (�;1) � ���1 �2�(��1)2(��2)Poisson Po(�) f(x) = �xx! e�� x 2 Z+ � �Snedeor F F (�1; �2) f(x) = �( �1+�22 )(�1=�2)�1=2�( �12 )�( �22 ) � x 2 R+ �2�2�2 � �2�2�2�2 2(�1+�2�2)�1(�2�4)x �1�22 h1 + �1�2 xi� �1+�22Student t t(�) f(x) = �( �+12 )�( �2 )p�� [1 + x2=�℄�(�+1)=2 x 2 R 0 �=(� � 2)Uniform Un(a; b) f(x) = 1b�a x 2 (a; b) a+b2 (b�a)212Weibull We(�; �) f(x) = �� x��1 e�� x� x 2 R+ �(1+��1)�1=� �(1+2=�)��2(1+1=�)�2=�


