
Final ExaminationSTA711: Probability & Measure TheorySunday, 2014 De 14, 2:00 { 5:00 pmThis is a losed-book exam. You may use a sheet of preparednotes, if you wish, but you may not share materials.If a question seems ambiguous or onfusing, please ask me tolarify it. Unless a problem states otherwise, you must showyour work. There are blank worksheets at the end of the testif you need more room for this, and also a pdf/pmf sheet.It is to your advantage to write your solutions as learly aspossible, and to box answers I might not �nd.For full redit, answers must be given in losed form withno unevaluated sums, integrals, maxima, or unredued frations.Wherever possible, Simplify! Good luk.1. /20 6. /202. /20 7. /203. /20 8. /204. /20 9. /205. /20 10. /20/100 /100Total: /200Print Name:



Name: STA 711: Prob & Meas TheoryProblem 1: Let fXng be independent random variables on some spae(
;F ;P), not neessarily identially distributed or L1.a) (5) If eah Xn > 0 a.s, is it possible to have P1n=1Xn < 1 a.s? Yes  No. If Yes, give an example; if No, say why.
b) (5) If Xn > 0 and Xn ! 0 a.s, does it follow that P1n=1Xn <1 a.s? Yes  No. If No, give a ounter-example; if Yes, say why.
) (10) Set Sn := Pni=1Xi. If 1nSn ! Y a.s for some real-valued randomvariable Y , use Kolmogorov's zero-one law1 to prove that Y is almost-surelyonstant| i.e., that for some  2 R, P[Y = ℄ = 1.

1Not his SLLN, whih isn't appliable here| note these fXng are not iid.Fall 2014 1 Exam ends: 5pm



Name: STA 711: Prob & Meas TheoryProblem 2: Let Xn ! X a.s for some X 2 L1(
;F ;P), and let Y 2L2(
;F ;P). For eah part below answer \Yes" or \No" (4pts eah).If Yes, indiate whih theorem best justi�es your answer by seletingFatou's Lemma, Lebesgue'sDominated orMonotoneConvergene Theorems,the Borel/Cantelli lemma, Jensen's Inequality, or the Minkowski, H�older,or Markov Inequalities. No need to show work.a) If jXnj � Y , does Xn ! X in L1?  No  Yes, by:Fat DCT MCT B/C  Jen Min H�ol Mar
b) If Y � Xn % X, does Xn ! X in L1?  No  Yes, by:Fat DCT MCT B/C  Jen Min H�ol Mar
) Is E[X℄ � lim inf E[Xn℄?  No  Yes, by:Fat DCT MCT B/C  Jen Min H�ol Mar
d) If Xn � Y , is P1fXn>ng �nite a.s?  No  Yes, by:Fat DCT MCT B/C  Jen Min H�ol Mar
e) If Xn & X � Y , does Xn ! X in L1?  No  Yes, by:Fat DCT MCT B/C  Jen Min H�ol Mar

Fall 2014 2 Exam ends: 5pm



Name: STA 711: Prob & Meas TheoryProblem 3: Let 
 = fa; b; ; dg and F = 2
 with uniform probabilityassignment P[E℄ := #(E)=4 for E 2 F , and onsider eventsA = fa; b; g B = fb; ; dg C = fa; dg D = f; dga) (5) Whih (if any) pairs of events from fA;B;C;Dg are independent?
b) (5) Find �(A;B), the smallest �-algebra on 
 ontaining A and B.
) (5) Find �(A;B;C;D), the smallest �-algebra on 
 ontaining eahof the four events.
d) (5) Find �(A;B;C;D), the smallest �-system on 
 ontaining eahof the four events.

Fall 2014 3 Exam ends: 5pm



Name: STA 711: Prob & Meas TheoryProblem 4:a) (10) Reall that the pdf, CDF, and h.f. of the normal No(�; �2)distribution aref(x) := (2��2)�1=2 exp �� (x� �)22�2 � = 1�'�x� �� �F (x) := Z x�1 f(�) d� = ��x� �� ��(!) := E�ei!X� = exp�i�! � �2!22 �Let Xn � No(�n; �2n) for eah n 2 N. If �n ! 1 and �2n ! 4 as n!1, provethat Xn ) No(1; 22), i.e., that the random variables onverge in distributionto the indiated normal

b) (10) If an ! 0 is a sequene of real numbers and if X 2 L1(
;F ;P),prove that the sequene Yn := X + an onverges in distribution to X.

Fall 2014 4 Exam ends: 5pm



Name: STA 711: Prob & Meas TheoryProblem 5: Let fAng be independent events on some probability spae(
;F ;P) with P(An) = 1=n for n 2 N and setXn := pn1An :a) (4) Is fXng uniformly bounded in L1?  Yes  No Why?
b) (4) Is fXng uniformly bounded in L3?  Yes  No Why?
) (4) Is fX2ng Uniformly Integrable?  Yes  No Why?
d) (4) Find the ovariane of Xn and Xm for all n;m 2 N.
e) (4) In whih (if any) sense(s) does Xn ! 0 as n!1? a:s:  pr : L1 L2 L1  in dist :

Fall 2014 5 Exam ends: 5pm



Name: STA 711: Prob & Meas TheoryProblem 6: Let X; Y iid� No(0; 1) and set S := X + Y , Z := X � Y , andA := fX < Y g = fZ < 0g.a) (8) Find the indiated ovarianes:Cov(S; Z) = Cov(Y; Z) =

b) (12) Find the indiated onditional probabilities:P[A j X℄ = P[A j S℄ =

Fall 2014 6 Exam ends: 5pm



Name: STA 711: Prob & Meas TheoryProblem 7: Again let X; Y iid� No(0; 1) and set S := X+Y , Z := X�Y ,and A := fX < Y g = fZ < 0g.a) (8) Find the indiated onditional expetations:E[X j A℄ = E[S j A℄ =

b) (6) Find the indiated onditional expetations:E[X j S℄ = E[Z j Y ℄ =
) (6) Find the indiated onditional expetations:E[X j S; Z℄ = E[Z j X;S℄ =

Fall 2014 7 Exam ends: 5pm



Name: STA 711: Prob & Meas TheoryProblem 8: Let 
 = (0; 1℄2 = f! = (!1; !2) : 0 < !j � 1g be the unitsquare, with the Borel sets F = B(
) and Lebesgue measure P (i.e., area).a) (5) Give an example2 of an event A 2 F and random variable Won (
;F ;P) that are independent and non-trivial| no onstant RVs or nullevents.
b) (5) Give an example of a random variable X on (
;F ;P) that isalmost-surely �nite but not bounded, if possible; if not, explain.
) (5) Give an example Y of a random variable in L1(
;F ;P) that is notin L2(
;F ;P), if possible; if not, explain.
d) (5) Give an example Z of a random variable on (
;F ;P) whosedistribution is neither ontinuous nor disrete, if possible; if not, explain.

2You must be expliit| give W (!) for every ! 2 
, for example.Fall 2014 8 Exam ends: 5pm



Name: STA 711: Prob & Meas TheoryProblem 9: Let fXng iid� Ex(1) be iid exponentially-distributed withmean 1, and set X�n := maxfX1; :::; Xng and Sn :=P1�j�nXj.a) (5) Show that P�X�n � (z + logn)� onverges as n!1 and �nd thelimiting value G(z) := limn!1 P�X�n � (z + logn)� for every z 2 R.
b) (5) Find the approximate median Mn, so P[X�n �Mn℄ � 1=2.
) (5) In whih sense(s) does Sn=n! 1? a:s:  pr : L1 L2 L1  in dist :
d) (5) Find the smallest bounds an > 0 and bn > 0 you an to ensureX�n � anSn Sn � bnX�nan = bn =

Fall 2014 9 Exam ends: 5pm



Name: STA 711: Prob & Meas TheoryProblem 10: Let fX; Y; Zg be three RVs on the same probability spae(
;F ;P). Choose True or False below; no need to explain (unless you an'tresist). Eah is 2pt.a) T F If X is independent of Y and also X is independent of Z thenX is independent of Y + Z.b) T F If P[X < Y < Z℄ = 1 then it's not possible for X; Y; Z to beindependent.) T F If X; Y; Z are independent and all are L1 then the produtXY Z is L1 too.d) T F If Z is measurable over �(X; Y ) then there exists some Borelfuntion g on R
2 suh that Z = g(X; Y ) a.se) T F If X; Y are independent then the events A := [X < 0℄ andB := [Y > 0℄ are independent too.f) T F If �(X) � �(Y ) and X; Y 2 L1 then E[X j Y ℄ is the onstantrandom variable with value E[X℄.g) T F If only �nitely-many of the events An := [X > n℄ our a.s.,then X 2 L1(
;F ;P).h) T F If X; Y 2 L2 then XY 2 L1 with kXY k1 � kXk2kY k2.i) T F Let �(!) := E[ei!X ℄ and  (!) := E[ei!Y ℄ be the h.f.s for Xand Y . Then the h.f. for Z := X=Y is �(!)= (!) if X; Y are independent.j) T F If X 2 L1, Y 2 L2, and Z 2 L3, then (X + Y + Z) 2 L2.Fall 2014 10 Exam ends: 5pm



Name: STA 711: Prob & Meas TheoryBlank Worksheet

Fall 2014 11 Exam ends: 5pm



Name: STA 711: Prob & Meas TheoryAnother Blank Worksheet

Fall 2014 12 Exam ends: 5pm



Name Notation pdf/pmf Range Mean � Variane �2Beta Be(�; �) f(x) = �(�+�)�(�)�(�)x��1(1� x)��1 x 2 (0; 1) ��+� ��(�+�)2(�+�+1)Binomial Bi(n; p) f(x) = �nx�pxq(n�x) x 2 0; � � � ; n n p n p q (q = 1� p)Exponential Ex(�) f(x) = � e��x x 2 R+ 1=� 1=�2Gamma Ga(�; �) f(x) = ���(�)x��1 e��x x 2 R+ �=� �=�2Geometri Ge(p) f(x) = p qx x 2 Z+ q=p q=p2 (q = 1� p)f(y) = p qy�1 y 2 f1; :::g 1=p q=p2 (y = x+ 1)HyperGeo. HG(n;A;B) f(x) = (Ax)( Bn�x)(A+Bn ) x 2 0; � � � ; n nP nP (1�P )N�nN�1 (P = AA+B )Logisti Lo(�; �) f(x) = e�(x��)=��[1+e�(x��)=�℄2 x 2 R � �2�2=3Log Normal LN(�; �2) f(x) = 1xp2��2 e�(log x��)2=2�2 x 2 R+ e�+�2=2 e2�+�2�e�2�1�Neg. Binom. NB(�; p) f(x) = �x+��1x �p� qx x 2 Z+ �q=p �q=p2 (q = 1� p)f(y) = �y�1y���p� qy�� y 2 f�; :::g �=p �q=p2 (y = x+ �)Normal No(�; �2) f(x) = 1p2��2 e�(x��)2=2�2 x 2 R � �2Pareto Pa(�; �) f(x) = � ��=x�+1 x 2 (�;1) � ���1 �2�(��1)2(��2)Poisson Po(�) f(x) = �xx! e�� x 2 Z+ � �Snedeor F F (�1; �2) f(x) = �( �1+�22 )(�1=�2)�1=2�( �12 )�( �22 ) � x 2 R+ �2�2�2 � �2�2�2�2 2(�1+�2�2)�1(�2�4)x �1�22 h1 + �1�2 xi� �1+�22Student t t(�) f(x) = �( �+12 )�( �2 )p�� [1 + x2=�℄�(�+1)=2 x 2 R 0 �=(� � 2)Uniform Un(a; b) f(x) = 1b�a x 2 (a; b) a+b2 (b�a)212Weibull We(�; �) f(x) = �� x��1 e�� x� x 2 R+ �(1+��1)�1=� �(1+2=�)��2(1+1=�)�2=�


