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The Diri
hlet pro
essConsider a spa
e � and a �-�eld B of subsets of �. Following Ferguson (1973), arandom probability measure, or equivalently a random distribution fun
tion, G on (�;B)follows a Diri
hlet pro
ess DP (�G0) if, for any �nite measurable partition, B1,...,Br of �,the distribution of the random ve
tor (G(B1),...,G(Br)) is Diri
hlet(�G0(B1),...,�G0(Br)),where G(Bi) and G0(Bi) denote the probability of set Bi under G and G0, respe
tively.Hen
e the Diri
hlet pro
ess is 
hara
terized by two parameters, G0 a spe
i�ed distributionon (�;B) and � a positive s
alar parameter. In fa
t, sin
e for any B 2 B, E(G(B)) =G0(B) and V ar(G(B)) = fG0(B)(1 � G0(B))g/(� + 1), G0 is viewed as the 
enter of thepro
ess while � 
an be interpreted as a pre
ision parameter; the larger � is the 
loser weexpe
t a realization from the pro
ess to be to G0. �G0 is referred to as the base measure ofthe pro
ess.The standard 
riti
ism of the Diri
hlet pro
ess is that it pla
es all of its mass on thesubset of dis
rete distributions on � (Ferguson, 1973, Bla
kwell, 1973). This propertybe
omes evident if we 
onsider the 
onstru
tive de�nition of the Diri
hlet pro
ess providedby Sethuraman and Tiwari (1982) and Sethuraman (1994). Spe
i�
ally, let fzs, s = 1,2,...gand f�j, j = 1,2,...g be independent sequen
es of independent identi
ally distributed (i.i.d.)random variables su
h that zs � Beta(1,�) and �j � G0. Then if we de�ne !j = zjQj�1s=1(1�zs), j = 1,2,..., when
e P1j=1 !j = 1, a realization G from DP (�G0) is almost surely of theform G = 1Xj=1 !jÆ�j ; (1)where Æa denotes the measure giving mass 1 to the point a. Another limitation of theDiri
hlet pro
ess stems from the fa
t that it assigns negative 
orrelation between G(Bi) andG(Bj) for any disjoint pair of Bi, Bj 2 B, an immediate 
onsequen
e of a property of theDiri
hlet distribution. This feature might be 
ounter-intuitive in 
ertain appli
ations.1



Prior to posterior updating using Diri
hlet pro
ess priors is attra
tively straightforward.In parti
ular, Ferguson (1973) proved that if � = f�i, i = 1,...,ng is an i.i.d. sample from Gand a priori G � DP (�G0), then the posterior distribution of G given the data � is again aDiri
hlet pro
ess DP (��G�0) with �� = � + n and G�0 = (� + n)�1(�G0 + Pni=1 Æ�i). Notethat as � tends to 0 (
orresponding to a noninformative prior spe
i�
ation for G) the Bayesestimate for G, under integrated squared error loss, 
onverges to the empiri
al distributionfun
tion of the sample whi
h is the 
lassi
al nonparametri
 estimator and also forms thebasis for the Bayesian bootstrap (Rubin, 1981).Further 
lari�
ation for the Diri
hlet pro
ess has been provided by the work of variousauthors on its theoreti
al properties and 
hara
terizations. Some of the related referen
esare Bla
kwell and Ma
Queen (1973), Fabius (1973), Korwar and Hollander (1973), Jamesand Mosimann (1980), Hannum, Hollander and Langberg (1981), Doss and Sellke (1982),Sethuraman and Tiwari (1982) and Lo (1983, 1991). The mean fun
tional �(G) = R �G(d�),with G � DP (�G0), has re
eived spe
ial attention. This is an almost surely �nite randomvariable provided G0 has �nite �rst moment. Its distribution has been studied by Hannum,Hollander and Langberg (1981), Yamato (1984), Cifarelli and Regazzini (1990) and Dia
onisand Kemperman (1996).Regarding inferen
e based on Diri
hlet pro
ess priors, Ferguson (1973), apart from esti-mation for the unknown distribution fun
tion, presented a few other appli
ations in
ludingestimation of the mean, varian
e and quantiles of the distribution. He also 
onsidered hy-pothesis testing involving quantiles and estimation of P (X < Y ) assigning independentDiri
hlet pro
ess priors to the distribution fun
tions of X and Y . The Mann-Whitneystatisti
 (see, e.g., Randles and Wolfe, 1979) arises naturally in the latter 
ase. Susarla andvan Ryzin (1976, 1978) and Blum and Susarla (1977) extended the results of Ferguson onestimation of the distribution fun
tion (equivalently the survival fun
tion) based on right
ensored data. The Kaplan-Meier estimator is a limit of the resulting Bayes estimate underintegrated squared error loss, again, when the pre
ision parameter tends to 0. Treatmentsof the same problem but under a dependent 
ensoring me
hanism have been 
arried outby Phadia and Susarla (1983) and Tsai (1986). The 
ase of grouped data was handled byJohnson and Christensen (1986). In
orporation of 
ovariate information through the a

el-erated failure time model was 
onsidered by Christensen and Johnson (1988), employing2



a semi-Bayesian approa
h for 
ensored data, and Johnson and Christensen (1989) using afully Bayesian approa
h in the absen
e of 
ensoring. The use of Gibbs sampling (Gelfandand Smith, 1990) to provide full inferen
e from doubly 
ensored data was illustrated in Kuoand Smith (1992). The Diri
hlet pro
ess has also found wide appli
ability as a prior for thetoleran
e distribution, or poten
y 
urve, in Bayesian bioassay. We refer to Ramsey (1972),Antoniak (1974), Bhatta
harya (1981), Dis
h (1981), Ammann (1984) and Kuo (1983, 1988)for point estimates and various approximations to the asso
iated posteriors, and Gelfandand Kuo (1991), Kottas, Bran
o and Gelfand (2000) and Mukhopadhyay (2000) for ri
herinferen
e through the use of MCMC methods. For other Bayesian analyses with Diri
hletpro
ess priors see Campbell and Hollander (1978) for rank order estimation, Breth (1978,1979) for 
onstru
tion of 
on�den
e bands for the distribution fun
tion and interval esti-mates for the asso
iated mean and quantiles, Johnson, Susarla and van Ryzin (1979) inestimation for distribution fun
tions of a bran
hing pro
ess, Lo (1981) for an appli
ationto sho
k models and wear pro
esses, Binder (1982) and Lo (1986) with regard to samplingfrom �nite populations, Dalal and Phadia (1983) for estimation of a measure of dependen
efor bivariate distributions and Tamura (1988) in the 
ontext of statisti
al auditing. Anextensive review of the work on the Diri
hlet pro
ess, in
luding additional referen
es up to1990, 
an be found in Ferguson, Phadia and Tiwari (1992).Dalal (1979a) introdu
ed the Diri
hlet invariant pro
ess, an extension of the Diri
hletpro
ess, and used it to infer about the lo
ation parameter of a symmetri
 distribution(Dalal, 1979b). Dia
onis and Freedman (1986a, b) were 
on
erned with the 
onsisten
y ofthe Bayes estimate of this parameter proving that it 
an be in
onsistent for 
ertain prior
hoi
es. See also Freedman and Dia
onis (1983) for related work in
luding dis
ussion forDiri
hlet pro
ess priors. Other variants of the Diri
hlet pro
ess 
an be found in Doss (1985a,b), Newton, Czado and Chappell (1996), in
luding appli
ations to median estimation andbinary regression, respe
tively, and Muliere and Tardella (1998) who de�ned the �-Diri
hletpro
ess an approximation to the Diri
hlet pro
ess suggested by its almost sure representationgiven in (1). Finally, the re
ent work of Ma
Ea
hern (2000) on dependent Diri
hlet pro
essesholds promise sin
e it 
an provide 
exible modeling for a 
olle
tion of dependent randomdistributions with dire
t appli
ations in regression problems.3


