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Body Fat Example

Estimate Std. Error tvalue Pr(>|t|)
(Intercept) -39.2802 2.6603 -14.77 2.21071¢
Abdomen  0.6313 0.0286 22.11 2.2107'°

95% HPD interval

0.6313 & qt(.025, 250) % 0.0286 = (0.57, 0.69)

For every additional cm of abdominal circumference, per-
cent bodyfat increases by 0.57 to 0.69 percent with proba-
bility 0.95.
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Interpretation

m For every additional centimeter of abdominal
circumference, percent body fat increases by 0.67
percent (0.57,0.69)

m For every additional inch of abdominal circumference,
percent body fat increases by 2.54 x .67 = 1.7 percent
(1.45,1.74)

m Abdominal circumference explains roughly 68% of the
variation in bodyfat

m Percent Body fat for 34 inch abdomin
—42.96 + 34 * 2.54 x .67 = 14.9%
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Significance of the Regression

Question: How probable is 5 = 0 under the posterior?
Informal Answer: Compute posterior probability on &
values with lower posterior density than 3 =0

m “Measures” probability of 7 “less likely” than 3 =0

m Informal “test”. Probability in tails = significance level
= (Bayesian) p-value

p-value = P([t| > |3/s]) = P(|t| > [3/SE(3)|)

m Classical testing terminology:
“The regression on z Is significant at the 5% level (or
1%, etc) If the p-value is smaller than 0.05 (or 0.01,
etc)”
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Lindley’s Method

Lindley suggested rejecting the hypothesis that 5 = 0 at
the a100% level of significance if the (1 — «)100% HPD

region does not include 0.

0 §é (é — tl—a/ZSﬁaé T tl—a/ZSﬁ)

Equivalent to comparing the p-value to o and concluding
that the regression is significant if the p-value is less than

).

Alternative approach is to compute a Bayes Factor.
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Bayes Factors

Testing H,: 3 =0versus H, : 3 # 0

m Assign prior probabilities to H, and H,
mFind P(H; | Y) via Bayes Theorem

Bayes Factor for comparing evidence in favor of H,

(Ho | Y)/p(Ho)
(Ha | Y)/p(Ha)

Often difficult to calculate, instead use lower bound based
on p-values (Berger, Selke and Bayarri )

BF|H,: H,| = r
p

BF|H, : H,] = —eplog(p)
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Bodyfat Example

mP(|t] >22.11) =22 x 10716

m The regression of bodyfat on abdominal
circumference is highly significant (p-value =

2.2 x 10719,

m L ower bound on Bayes Factor
BF[Hy : H,] = 2.15 x 10714

—2.2 x 107 exp(1) log(2.2 x 1071%) = 2.156043 x 10~
m Approximate posterior probability of Hy = 2.15 x 10~

BF[Ho : Ha]O[Ho : Hl
P(HO ’ Y) — 1+ BF[(}‘]O . Ha]O[(l)L]O : Ha]
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Jeffreys Scale of Evidence

Bayes Factor | Interpretation
B >1 | Hy supported
1> B >10"2 | minimal evidence against H
10-2 > B > 10~! | substantial evidence against H,
10! > B > 10~ | strong evidence against H,
10~2? > B | decisive evidence against H

B = BF|H, : B,|

Decisive evidence against hypothesis that bodyfat is not
associated with abdominal circumference
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Predictions

The (posterior) predictive distribution for a new case,
Yni1 = & + Bxni1 + epyq IS also a Student t distribution
with n — 2 df.

Ynrily1, -y~ taoa(iy sy, )

J = G+ frn

1 (xpp1 —T)°
2 2 - n+1

Yn+1

B posterior uncertainty about oo + Gx,,11
m depends on x,,. 1 spread is higher for x,,, far from z

m additional variability +s§/|X due to £,,41
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Intervals: ci . pl ot (bodyf at . |

Bodyfat

95% confidence and prediction intervals for bodyfat.Im
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Residual Analysis

Residuals vs Fitted 2 Normal Q-Q
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