Final Examination

STA 205: Probability and Measure Theory

Due by Thursday, 2007 May 3, 7:00 pm

This is an open-book take-home examination. You may work on
it during any consecutive 48-hour period you like; please record your
starting and ending times on the lines below.

You must do your own work— no collaboration is permitted. If a
question seems ambiguous or confusing please ask me— don’t guess,
and don’t discuss exam questions with others (whether or not they
are taking this exam). You can reach me by telephone (w: 684-3275;
h: 688-0435) or, better, by e-mail (wolpert@stat.duke.edu).

You must show your work to get credit. Unsupported answers are
not acceptable, even if they are correct. It is to your advantage to write
your solutions as clearly as possible.

This exam is due by 7pm Thursday, 2007 May 3. You may slip it
under my office door (211c Old Chem) or hand it to me earlier.
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Name: STA 205: Prob & Meas Theory

Problem 1: Let X1, Xo,... and Y be random variables that satisfy the
condition

P(IXnl <¢) = P(Y <¢) (1)
for each n € N ={1,2,...} and each ¢ > 0.

a) Show that {X,,} is uniformly integrable if Y € L;.
(Hint: Without loss of generality you may assume each X, > 0 and Y > 0

(why?). Use the fact that the expectation of any positive random variable
X >0is EX = [[P[X > 2]dx.)

b) If a collection {X,,} of random variables is dominated by Y, i.e., if
|X| <Y almost surely, does (1) follow? Give a proof or counter-example.

c¢) Does (1) imply that |X,| < Y almost surely? Give a proof or
counter-example.
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Name: STA 205: Prob & Meas Theory

Problem 2: On the probability space (Q2,F,P), where P is Lebesgue
measure on the Borel sets F in the unit square Q := {(z,y) : 0 <z,y <1},
define four random variables by:

W(x,y) =z X(z,y) == Y(z,y) =y Z(w,y) = Lipeyy

Here’s a graphical representation:
1.0 5

0.0 1 1 1 T 1 T T T T 1
0.0 0.5 1.0

X
a) Give the distribution (by name, including parameters) and expecta-
tion for each of these. For example, either “X ~ Un(0,1)” or “X ~ Be(1,1)”
would be correct, with E[X] = 1/2; what about W and Z?

W~ E[W] =
X ~ E[X] =
Y ~ E[Y] =
Z ~ E[Z] =
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Name: STA 205: Prob & Meas Theory

Problem 2 (cont’d):

b) Give each of the conditional expectations requested:

ELX |V, 2) = ELX | 2] =

E[Z | X] = E[Z|Y]=

c) Give each of the conditional probabilities, for 0 < ¢t < 1:

PIX <t|Z]= PIX<t|Y,Z]=

PLY <t]Y] = PLY <V | W] =
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Name: STA 205: Prob & Meas Theory

Problem 3: Let {X;} by Ex(A) for some fixed A > 0. Set Zp = 1 and,
forneN, Z, =[], Xi.
a) Show that for any p > 0 the random variables Y; := (X;)P are inde-

pendent with the Y; ig We(a, ) Weibull distribution for some parameters
a,f € Ry. Find «, §, and E[Y;] in terms of A and p.

a= B= E[Y;] =

b) For which A > 0 and p > 0 is {M,, := (Z,)P} a martingale?

c) For A = /6, find the best bound you can for

P[ sup Z, > <
0<n<oo

for all ¢ > 1 (the bound will depend on ¢ of course).
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Name: STA 205: Prob & Meas Theory

Problem 4: Let (2,F,P) be a probability space with Q = R%r, Borel
sets F, and P(dz,dy) := e " ¥ dx dy and construct four random variables

X(z,y) = Y(v,y):=y; R(z,y):=y/r; D(x,y)=y— =

a) Each of the squares below represents (the bottom left corner® of) €.
Sketch an event in each of o(X), o(Y), o(R), and o(D) (respectively) that
is mot in any of the other three o-algebras:

57 57
0(X):4_: 0(Y):4_:
3 3
Y ] Y ]
27 27
1] 1]
O-||||||||||||||||||||||||| O_-'I'I'I'ITI'I'I'ITI'I'I'ITI'I'I'ITI'I'I'IT)
0 1 2 3 4 ) 0 1 2 3 4 5
X X
57 57
O’(R)Z4_: O’(D)Z4_:
3 3
Y 3 Y ]
27 27
1] 1]
O-||||||||||||||||||||||||| O-|||||||||||||||||||||||||
0 1 2 3 4 ) 0 1 2 3 4 )
X X

1Only the portion [0,5)? of the unbounded set Q = ]R%r would fit on the paper, but
that’s enough for this problem.
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Name: STA 205: Prob & Meas Theory

Problem 4 (cont’d): Still R =Y/X, D =Y — X for X,V " Ex(1):

b) Find the marginal density functions (correctly throughout R):

fx(x) = fy(y) =

fr(r) = fpo(d) =

c) Find the joint density functions (correctly throughout R?):

fxr(z,7) = fxp(z,d) =
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Name: STA 205: Prob & Meas Theory

Problem 4 (cont’d): Still R =Y/X, D =Y — X for X,V " Ex(1):
d) Find the conditional density functions (correctly throughout R?):

Ixp(x | 1) = fxip(z | d) =

e) Identify the conditional distributions for X given from 4d) above by
name and parameter values for the specific values of r = 1 and d = 0. Can
you explain what these represent geometrically in Q7 Why do they differ?
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Name: STA 205: Prob & Meas Theory

Problem 5: For n € N and a € R define random variables
Xn(CU) = 2an l{wSZ*”}

on the unit interval = (0, 1] with Lebesgue measure P(dw) on the Borel
sets F. Set .
Sn = ZX]',
j=1

the sequence of partial sums.

a) For which (if any) numbers a € R does S,, converge almost surely
as n — oo? Why?

b) For which (if any) numbers a € R does S,, converge in L; (£, F, P)
as n — 0o? Why?

¢) For which (if any) numbers a € R is X,, a martingale? Why?

d) For which (if any) numbers a € R is {X,,} Uniformly Integrable?
Why?

e) For which (if any) numbers ¢ € R is {X,,} dominated by some
Y € L1(Q,F,P)? Why? Specify a suitable Y.
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Name: STA 205: Prob & Meas Theory

Problem 6: Skyler is trying to find p := E[X] for X ~ Be(4,1). Too
lazy to compute the integral (or look on the attached pdf table, where he’d
find that it is u = 4/5), he decides to estimate the integral by Monte Carlo
importance sampling. He fixes some 6 > 0 (more about choosing 6 be-
low) and draws independent samples x; ~ Be(f, 1), with probability density
functions I(x) = 0w9_11{0<x<1}, and evaluates the weighted average

n 4-1

1 V= LN A
Iy = n Z 9(x;) wj = o ; Ly 0 (2;)7 1

j=1

of the function g(x) := x along the sequence {z;} ig Be(0, 1), with weights

given by the pdf ratio w; := ;E?}‘;};
J1Y

a) Show that I, — p almost surely as n — oo, for any 6 > 0.

b) Compute the mean and variance of I,,, for every 6 > 0.

¢) What value of 6 will minimize E[|I,, — p[*]?

d) What happens for 6 > 107

Spring 2007 9 Due May 3, 2007



Name Notation pdf/pmf Range Mean p Variance o?

I'(«x a— — a «
Beta Be(a,ﬁ) f((E) = F(Sx)?(ﬁﬁ))x 1(1 — 1’)6 1 S (0, 1) a—-i—ﬁ m
Binomial  Bi(np)  f(z) = (e r€0, - n np npy
Exponential  Ex()\) f(z) =Ne reRy 1/A 1/)2
Gamma Ga(a, \) flz) = %xo‘*l e reR, a/A a/N\?
Geometric Ge(p) fx)=pg® r €Ly q/p q/p*

fly)=pg'™! yel{l,.}  1/p a/p’

A B

HyperGeo.  HG(n,4,B) f(x) = ((A(fg)) z€0,--,n nP nP(1-P)N=n
e o= (==n)/8
Logistic Lo(u, B) flx) = Wxiu)/ﬁ]? reR 1 w232 /3
Log Normal  LN(u,o?) f(z) = ﬁe‘“ogw_“)”%z zeRy ehto?/2 e2nto’® (602—1)
Neg. Binom. NB(a,p) f(z) = (I+Z‘71)po‘ q* x €Ly aq/p aq/p?
fly)= (4= qv yefa,..} afp aq/p®
Normal No(u, o?) flz) = \/2;76_@_“)2/202 reR i o?
2

Pareto Pa(a, €) f(z) = ae®Jaotl z € (€,00) <o CEI =)
Poisson Po()) f(z) = )‘x—z!e_’\ x €Ly A A

r vi+vg v v vy/2 v v V1+vo—
Snedecor F F(v1,v9) flz) = ( 13(”71)()1“1(/%22) xeRy s (u;z) 2(”11(?:234)2)

vy 2 ) » _%
e 1 ]
v+41

Student ¢ t(v) fz) = Ffﬂ ZL[1 4220042 g eR 0 v/(v—2)
Uniform Un(a, b) flo) = 2= ve(ab) o (b—a)"
Weibull We(, ) f(z) = afa”LeBe" r € Ry Dte) Lozl Tlbi/e)



