
Duke U STA 961: Le
ture 12 R. L. WolpertMartingales: Optional SamplingKarlin & Taylor, A First Course in Sto
hasti
 Pro
esses, pp 253{278I. Review of Uniform IntegrabilityA. De�nitions1. Xn are UI if 8�9a <18n R[jXnj>a℄ jXnj dP < �2. Xn are UI if 8�9Æ8n P[E℄ < Æ ) RE jXnj dP < �B. SuÆ
ient Conditions1. Xn are UI if 9Y 2 L1, jXnj � Y a.s.2. Xn are UI if 9p > 1;M <1, EjXnjp �M3. If Xt is a martingale and T <1 then fXt : t � Tg is UIC. Consequen
es1. If Xn ! X in pr. (or a.s.), then Xn ! X in L1 i� EjXnj ! EjXj i� the Xn are UI.II. Markov TimesA. De�nition: [! : �(!) � t℄ 2 Ft1. Dis
rete time: [! : �(!) = n℄ 2 Fn is good enough2. [! : �(!) < n℄ 2 Fn is not good enoughB. Examples1. Constant times: � = t02. Hitting times: � = inf[t � 0 : Xt 2 B℄ (espe
ially, �R = inf[t � 0 : jXtj > R℄; Xt^�Ris bounded)3. Jump times: � = inf[t � 0 : jXt �Xt�j > �℄ (in
luding � = 0)4. Su

essive hitting times: �n = inf[t > �n�1 : Xt 2 B℄C. Stability: If �n � 0 are Markov times,1. Minimum: �1 ^ �2 is Markov2. Maximum: �1 _ �2 is Markov3. Sum: �1 + �2 is Markov4. Di�eren
e: �1 � �2 is not Markov5. Sup: supn<1 �n is Markov6. Approx: �n = b2n�
=2n is a dis
rete Markov time, �n � � , and �n % � a.s.III. Optional Sampling Theorem: If � is a Markov time and Mn a martingale, E[M0℄ = E[M�^t℄for every t <1, and so E[M0℄ = limt!1 E[M�^t℄. Maybe E[M0℄ = E[M� ℄.A. E[M0℄ = E[M�^t℄1. Easy for dis
rete � 's: Pti�t R�=ti Mti dP + R�>tMt dP = R Mt dP = EM02. Now extend to all � 's, using I.B.3 and II.C.6B. E[M0℄ = E[M� ℄ if fMt : t <1g is UI:1. e.g., if Y = supt<1 jMtj 2 L1; or2. e.g., if 9p > 1 3 supt<1 EjMtjp <13. e.g., if EjM� j <1 and limt!1 R[�>t℄ jMtj dP = 0C. Appli
ations of Optional Sampling Theorem1. Wald's identity: Let Yi be iid with �(�) = E[e�Yi ℄ satisfying 1 < �(�) < 1 for some�; then if Sn = Pi�n Yi, then Xn = e�Sn�(�)�n is a martingale. If �a < 0 < band � = inf[n : Sn < �a or Sn > b℄, and if �(�0) = 1, then 1 = EX0 = EX�S� �e�0bP[S� � b℄ + e��0aP[S� � �a℄, from whi
h we 
an estimate P[S� � b℄ andE[� ℄ = E[S� ℄=E[Y1℄.2. Examples: Dams, option pri
es, markov 
hains



Duke U STA 961: Le
ture 12 R. L. WolpertKarlin & Taylor's Dam ExampleLet Zt be the reservoir water level on day t. A dam of height b leads to the bound Zt � b; on dayt, It 
ows into the reservoir and (at most) Ot 
ows out, soZt+1 = 0 _ (Zt + It �Ot) ^ b:Although we 
an 
ontrol b and Ot, It is random and so Zt is a sto
hasti
 pro
ess. Suppose thatit is important to have Zt > a for some 0 < a < b; set � � inf[t � 0 : Zt < a℄. How should b andOt be 
hosen to make sure G(z) = E[� j Z0 = z℄ is large? How 
an we estimate G(z)?Denote the net in
ow by Yt = It � Ot, so that Zt+1 is just Zt + Yt, trun
ated to the interval[0; b℄. Extend the de�nition of G(z) so that G(z) = 0, z � a, and G(z) = G(b), z � b. Then G(z)is in
reasing and satis�es, for a < z < b,G(z) = E[� j Z0 = z℄ = 1 + E[G(z + Yt) j Ft℄ ?The sto
hasti
 pro
ess Xt = G(Zt) + t satis�esXt = G(Zt) + t = 1 + E[G(Zt + Yt) j Ft℄ + t = E[G(Zt+1) + (t+ 1) j Ft℄ = E[Xt+1 j Ft℄;i.e., Xt is a martingale. The strategy is to try to �nd a fun
tion g(z) that nearly satis�es ?; tobound E[� ℄ from below, we'll need a g(z) satisfyingg(z) � 1 + E[g(z + Yt) j Ft℄ ??whi
h will make Xt = g(Zt) + t into a submartingale, satisfyingXt = g(Zt) + t � E[Xt+1 j Ft℄ = E[g(Zt+1) + (t+ 1) j Ft℄;so if the optional sampling theorem applies, we 
an 
on
ludeg(z) = E[X0 j Z0 = z℄ � E[X� j Z0 = z℄ = E[g(Z� ) + � j Z0 = z℄ = E[� j Z0 = z℄and so that E[� j Z0 = z℄ � g(z). The text veri�es that, under stated 
onditions,g(z) = 1mhe�(b�a) 1� e��(z�a)� � �z � a)isatis�es ?? and, therefore, E[� j Z0 = z℄ � g(z).
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