
Useful Formulas and Some DetailsRui Paulo, paraphrased by Robert WolpertOriginally: January 30 20041 Likelihood ExpressionsThe design set for the �eld data is DF = fx1; : : : ; x`g. At input vetor xj atotal of nj repliates are measured, denoted by yFk (xj) for 1 � k � nj. ThesuÆient statistis are�yF = (�yF (xj); j = 1; : : : ; `)0s2F = X̀j=1 njXk=1 �yFk (xj)� �yF (xj)�2;where �yF (xj) :=Pnjk=1 yFk (xj)=nj. LetyM = ode data, i.e., omputer ode observed at design set DM ;u? = \true" value of the alibration parameter;yM? = ode observed at the set DF augmented with the true valueof the alibration parameter, u?, whih we will denote by DF? ;b = disrepany (or \bias") observed at DF? .Consequene of the modeling strategy:�yF = yM? + b+ ��; � j �F � No(0;�F ); �F = diagn�1=�F ; (1)whih in turn implies that, independently,1�yF j yM? ; b; �F � No(yM? + b;�F ) (2)s2F j �F � 1�F �2�Pì=1(ni � 1)�: (3)1Note that Pì=1(ni � 1) = (n+ � `) 1



Also, it is lear thatb j �b; �b � No(1�b; b(DF ; DF )=�b) � No(�b;�b) (4)yM j �L; �M � No(X�L; M(DM ; DM)=�M) � No(�M ;�M) (5)yM? j �L; �M ;u? � No(X?�L; M(DF? ; DF? )=�M) � No(�M? ;�M? ) (6)yM? j yM ; �L; �M ;u? � No(�?j�;�M?j�) (7)where �?j� and �M?j� (\�eld estimates onditional on design") are given by�?j� = �M? +�?�[�M ℄�1�yM � �M� (8)�?j� = �M? ��?�[�M ℄�1��? (9)with �?� = M(DF? ; DM)=�M (10)��? = �?�0 = M(DM ; DF? )=�M (11)With the above in mind, we havef(�yF ; s2F ; b;yM? ;yM j �L; �M ; �b; �b; �F ;u?| {z }� ) = (12)=f(�yF ; s2F j b;yM? ;yM ; �)� (13)f(b j yM? ;yM ; �)� (14)f(yM? j yM ; �)� (15)f(yM j �) (16)=f(s2F j �F )� (17)f(�yF j b;yM? ; �F )� (18)f(b j �b; �b)� (19)f(yM? j yM ; �L; �M ;u?)� (20)f(yM j �L; �M): (21)2



Note how we know all these densities, and that the last four are all multi-variate Gaussian. For that reason, we are atually able to integrate out yM?and b in losed form to getf(�yF ; s2F ;yM j �) =�F �2��F s2F jPì=1(ni � 1)�� (22)No��yF j �?j� + b;�?j� +�F �� (23)No(yM j �M ;�M): (24)We an also marginalize only over yM? to get:f(�yF ; s2F ;yM ; b j �) =�F �2��F s2F jPì=1(ni � 1)�� (25)No��yF j �?j� + b;�?j� +�F �� (26)No�b j �b;�b)� (27)No(yM j �M ;�M); (28)or only over b forf(�yF ; s2F ;yM ;yM? j �) =�F �2��F s2F jPì=1(ni � 1)�� (29)No��yF j yM? + �b;�b +�F �� (30)No�yM? j �?j�;�?j��� (31)No(yM j �M ;�M): (32)In the seond stage of the modular approah, the fator No(yM j �M ;�M)of (32) is omitted. Another alternative to these expressions is the one thatarises from onsidering the joint distribution diretly:f(�yF ; s2F ;yM j �) =�F�2��F s2F ��� X̀i=1 (ni � 1)�� (33)No�(yM 0;yF 0)0 j �;��; (34)where � = �X 0X? 1���L�b� and � = ��M ��?�?� �M? +�b +�F� : (35)3



2 Seond stage MCMC if all parameters, ex-ept preisions, are �xedThis is what ? implemented in the ode sent to GM in 2004, with �b � 0:1. [yM? ; b j �b; �F ;u?;yM ; �yF ; s2F ℄ � Kalman Filter, see details in Se-tion (3) below.2. [�F j �b;u?;yM ; b;yM ; �yF ; s2F ℄ � Ga(�F j�; rF j�), gamma with ondi-tional shape and rate parameters�F j� = �F +Xni=2rF j� = rF + s2F=2 + (�yF � b� yM? )0 [diagn℄ (�yF � b� yM? )=2and, a priori, �F � Ga(�F ; rF ).3. [�b;u? j �F ;yM? ; b;yM ; �yF ; s2F ℄ / �(�b) f(b j �b) f(yM? j yM ; �L; �M ;u?).This vetor is sampled jointly using a Metropolis step. The proposal isthe full onditional of �b times the prior on u?.The full onditional is [�b j �F ;u?;yM? ; b; �yF ;yM ; s2F ℄ � Ga(�bj�; rbj�),gamma with shape and rate parameters�bj� = �b + `=2rbj� = rb + b0[b(DF ; DF )℄�1b=2and, a priori, �b � Ga(�b; rb).This step an also be done by sampling �b diretly from its full ondi-tional, followed by a Metropolis step to sample u? from its full ondi-tional. A proposal an be the prior itself, if that works. In the exampledesribed in the software doumentation, it did not make a notieabledi�erene whether we were doing this or sampling from the joint.3 Note on the Kalman Filter partAll statements are onditional on the parameters. By suÆieny,f(yM? ; b j yM ; yF ) = f(yM? ; b j yM ; �yF )4



Also, it is lear that yM ; �yF ;yM? ; b � No(�;�);where � = 2664X 0X? 1X? 00 13775��L�b�and � = 2664�M�?� �M? +�b +�F�?� �M? �M?0 �b 0 �b3775so that it's easy to ompute the mean and ovariane of the onditionaldistribution. How an one partition the onditional density of (yM? ; b) giventhe data? The onditionals and marginals are all Gaussian with mean andovariane that follow the pattern� = (A�1 +B�1)�1 = A� A(A +B)�1A = A(A+B)�1B� = �(A�1�1 +B�1�2) = �1 + A(A+B)�1(�2 � �1)aording to the following table:A �1 B �2yM? j �yF ;yM ; b �F �yF � b �?j� �?j�b j �yF ;yM ;yM? �F �yF � yM? �b �byM? j �yF ;yM �?j� �?j� �b +�F �yF � �bb j �yF ;yM �F +�?j� yF � �?j� �b �b4 NotesThe quantity �M never seems to be used (although we sometimes onditionon it). In ontext the funtions b(�; �) and M(�; �) must be orrelation fun-tions (probably from the power-exponential family) for the disrepany/bias5



and for the model, respetively. Perhaps �M inludes the range and powerparameters for M(�; �)? What about b(�; �)?In (4) the prior mean of b is �b, but �b = 0 is assumed in Setion (2).For example, the onditional distribution of �b (item 3) would have rateparameter rbj� = rb+(b��b)0[b(DF ; DF )℄�1(b��b)=2 (I think) if �b doesn'tvanish.
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