
STA 250/MTH 342 Intro to Mathematial StatistisLab Session 3 / Jan 26, 2015 / HandoutThis session overviews graphial and numerial summarization of pdfs/pmfs and CDFs (umulativedistribution funtion) of salar variables. Plotting the pdf/pmf/CDF urve is the obvious hoie for agraphial summary. Numerial summaries an be based on various items, suh as the expetation andvariane under the pdf/pmf/CDF. We will disuss these keeping in mind appliations to summarizingposterior pdfs/pmfs/CDFs in a Bayesian analysis. An additional hallenge with suh pdfs/pmfs is thatthey are often known up to a onstant multiple (the normalizing onstant that makes the urve a pdfor pmf).See: https://stat.duke.edu/ourses/Spring15/sta250/labs/ for links to soure ode and data.Submit lab solutions via email to: sta250�stat.duke.edu. Any plots should be inluded in postsriptform as attahments. The email subjet must be \STA250 . . . " with \. . . " replaed by your name.1: Plotting pdf and CDF for No(�; �2).Let f and F be the pdf and CDF of the normal distribution No(�; �2) respetively.f(x) = 1p2��2 exp��(x� �)22�2 � ;F (x) = Z x�1 f(t) dt:Sine both are de�ned on (�1;1) whih we annot plot on a sheet of paper of �nite size, we willonly hoose a small part of their domain. One usually hooses the interval [� � 4�; � + 4�℄, partlybeause F (�� 4�) = 1� F (�+ 4�) = 3:167124� 10�5 is very, very small.
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Figure 1: The pdf (left) and CDF (right) of No(�500; 402).1



> mu <- -500> sigma <- 40> a <- seq(mu-4*sigma, mu+4*sigma, length.out = 1000)> plot(a, dnorm(a, mean=mu, sd=sigma))#plot pdf> plot(a, pnorm(a, mean=mu, sd=sigma))#plot CDFOne may wish to make a nie plot. The ode that generated the pitures in Figure 1 is stored in\gen.normal.plots.R".TASK 1 Modify the �le \gen.normal.plots.R": hange the olor to red, make the lines thiker,orret the y-label in the seond piture to F (x), hange the distribution to No(3000; 1002), and generateyour own pitures to submit as attahment. You may also do other modi�ations as you like.2: Quantiles of No(�; �2). The R funtion \qnorm" solves for x the equation:a = Z x�1 1p2��2 exp��(x� �)22�2 � dt; a 2 [0; 1℄;x = qnorm(a, mean = �, sd = �):TASK 2 Let F be the CDF of No(20; 52). Find an x so that F (x) = 96:7%. Paste your ommandand result into the email.3: Other Distributions. The R funtions orresponding to other distributions are summarizedbelow in Table 1. Distribution pdf/mdf CDF quantile random var'sBinomial dbinom pbinom qbinom rbinomNegative Binomial dnbinom pnbinom qnbinom rnbinomUniform dunif punif qunif runifPoisson dpois ppois qpois rpoisGamma dgamma pgamma qgamma rgammaNormal dnorm pnorm qnorm rnormHypergeometri dhyper phyper qhyper rhyperStudent t dt pt qt rtBeta dbeta pbeta qbeta rbeta�2 dhisq phisq qhisq rhisqExponential dexp pexp qexp rexpTable 1: Summary of R funtions about random distributions. For more information, read their do-umentation pages. For a full list, see http://www.inside-r.org/r-do/stats/Distributions, for amore omprehensive list, see http://ran.r-projet.org/web/views/Distributions.html2



4: Plotting pmfs. The ode to generate Figure 2 is saved in \pmf.R". In general, one need notmemorize the ommands in these plotting odes| just save the sripts and refer to them later whenyou need them.
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Figure 2: The pmf of Po(8:3).TASK 3 Please modify the ode in \pmf.R" to plot the pmf of the Bi(100; 0:40) distribution, fork = 0; 1; � � � ; 25.
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