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Course goals & objectives

1. Recognize the importance of data collection, identify limitations in data
collection methods, and determine how they affect the scope of inference.

2. Use statistical software to summarize data numerically and visually, and
to perform data analysis.

3. Have a conceptual understanding of the unified nature of statistical
inference.

4. Apply estimation and testing methods to analyze single variables or the
relationship between two variables in order to understand natural
phenomena and make data-based decisions.

5. Model numerical response variables using a single explanatory variable or
multiple explanatory variables in order to investigate relationships
between variables.

6. Interpret results correctly, effectively, and in context without relying on
statistical jargon.

7. Critique data-based claims and evaluate data-based decisions.
8. Complete an independent research project employing what you learn in

this class. 3



Major topics

• Introduction to data: Observational studies and non-causal
inference, principles of experimental design and causal
inference, exploratory data analysis: description, summary and
visualization.

• Probability and distributions: The basics of probability and
chance processes, Bayesian perspective in statistical inference,
the normal distribution.

• Framework for inference: Central Limit Theorem and sampling
distributions

• Statistical inference: Univariate and bivariate analyses for
numeric and categorical data, decision errors, power.

• Simple linear regression: Bivariate correlation and causality,
introduction to modeling.

• Multiple regression: Multiple regression, logistic regression.
4



Course materials

• Statistics for the Life Sciences - Samuels, Witmer, Schaffner
Pearson, 4th Edition, 2012 (ISBN: 9780321652805)

• OpenIntro Statistics - Diez, Barr, Çetinkaya-Rundel
CreateSpace, 3rd Edition, 2015 (ISBN: 194345003X)

• Calculator (√x, log(x), ex)
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Webpage

Announcements, slides, assignments, etc. will be posted on course
website:

http://stat.duke.edu/~cr173/Sta102_Sp16/
or via Sakai

6

http://stat.duke.edu/~cr173/Sta102_Sp16/


Homework

Goal of the homework is for you develop a more in-depth
understanding of the material and help you prepare for exams and
the project.

• Questions from the textbooks and outside sources. (Full
questions will be downloadable as a PDF from course website)

• Due at the beginning of class on the due date.
• 8 homeworks planned - lowest score will be dropped.
• Show all your work to receive credit.
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Labs

Goal of the labs is for you to have hands on experience with data
analysis using statistical software, provide you with tools for the
projects.

• 8 labs planned - lowest score will be dropped.
• Write ups due the following lab session - majority of each lab

can be completed in class, turned in via Sakai.
• Submit both Rmd and HTML files.
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Research Projects

The goal of the project is to give you independent applied research
experience using real data

• Open ended research project.
• You find a data set, choose a research question, select

relevant data, analyze it, write up your results.
• Multiple stages: proposal, EDA, analysis.
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Why (Bio)Statistics



Statistics and the Scientific Method

From Universe Today - http://www.universetoday.com/74036/what-are-the-steps-of-the-scientific-method/
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The Decline Effect

Save paper and follow @newyorker on Twitter

Annals of Science

DECEMBER 13, 2010 ISSUE

The Truth Wears Off
Is there something wrong with the scientif ic method?
BY JONAH LEHRER

O

Many results that are rigorously proved and accepted
start shrinking in later studies.
ILLUSTRATION BY LAURENT CILLUFFO

n September 18, 2007, a few dozen
neuroscientists, psychiatrists, and drug-

company executives gathered in a hotel conference
room in Brussels to hear some startling news. It had
to do with a class of drugs known as atypical or
second-generation antipsychotics, which came on the
market in the early nineties. The drugs, sold under
brand names such as Abilify, Seroquel, and Zyprexa, had been tested on schizophrenics in
several large clinical trials, all of which had demonstrated a dramatic decrease in the
subjects’ psychiatric symptoms. As a result, second-generation antipsychotics had become
one of the fastest-growing and most profitable pharmaceutical classes. By 2001, Eli Lilly’s
Zyprexa was generating more revenue than Prozac. It remains the company’s top-selling
drug.

But the data presented at the Brussels meeting made it clear that something strange was
happening: the therapeutic power of the drugs appeared to be steadily waning. A recent
study showed an effect that was less than half of that documented in the first trials, in the
early nineteen-nineties. Many researchers began to argue that the expensive
pharmaceuticals weren’t any better than first-generation antipsychotics, which have been
in use since the fifties. “In fact, sometimes they now look even worse,” John Davis, a
professor of psychiatry at the University of Illinois at Chicago, told me.

Before the effectiveness of a drug can be confirmed, it must be tested and tested again.
Different scientists in different labs need to repeat the protocols and publish their results.
The test of replicability, as it’s known, is the foundation of modern research. Replicability
is how the community enforces itself. It’s a safeguard for the creep of subjectivity. Most of
the time, scientists know what results they want, and that can influence the results they
get. The premise of replicability is that the scientific community can correct for these
flaws.

But now all sorts of well-established, multiply confirmed findings have started to look

From The New Yorker - http://www.newyorker.com/magazine/2010/12/13/the-truth-wears-off
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Nonreplication

PLoS Medicine  |  www.plosmedicine.org 0696

Essay

Open access, freely available online

August 2005  |  Volume 2  |  Issue 8  |  e124

Published research fi ndings are 
sometimes refuted by subsequent 
evidence, with ensuing confusion 

and disappointment. Refutation and 
controversy is seen across the range of 
research designs, from clinical trials 
and traditional epidemiological studies 
[1–3] to the most modern molecular 
research [4,5]. There is increasing 
concern that in modern research, false 
fi ndings may be the majority or even 
the vast majority of published research 
claims [6–8]. However, this should 
not be surprising. It can be proven 
that most claimed research fi ndings 
are false. Here I will examine the key 

factors that infl uence this problem and 
some corollaries thereof. 

Modeling the Framework for False 
Positive Findings 
Several methodologists have 
pointed out [9–11] that the high 
rate of nonreplication (lack of 
confi rmation) of research discoveries 
is a consequence of the convenient, 
yet ill-founded strategy of claiming 
conclusive research fi ndings solely on 
the basis of a single study assessed by 
formal statistical signifi cance, typically 
for a p-value less than 0.05. Research 
is not most appropriately represented 
and summarized by p-values, but, 
unfortunately, there is a widespread 
notion that medical research articles 

should be interpreted based only on 
p-values. Research fi ndings are defi ned 
here as any relationship reaching 
formal statistical signifi cance, e.g., 
effective interventions, informative 
predictors, risk factors, or associations. 
“Negative” research is also very useful. 
“Negative” is actually a misnomer, and 
the misinterpretation is widespread. 
However, here we will target 
relationships that investigators claim 
exist, rather than null fi ndings. 

As has been shown previously, the 
probability that a research fi nding 
is indeed true depends on the prior 
probability of it being true (before 
doing the study), the statistical power 
of the study, and the level of statistical 
signifi cance [10,11]. Consider a 2 × 2 
table in which research fi ndings are 
compared against the gold standard 
of true relationships in a scientifi c 
fi eld. In a research fi eld both true and 
false hypotheses can be made about 
the presence of relationships. Let R 
be the ratio of the number of “true 
relationships” to “no relationships” 
among those tested in the fi eld. R 

is characteristic of the fi eld and can 
vary a lot depending on whether the 
fi eld targets highly likely relationships 
or searches for only one or a few 
true relationships among thousands 
and millions of hypotheses that may 
be postulated. Let us also consider, 
for computational simplicity, 
circumscribed fi elds where either there 
is only one true relationship (among 
many that can be hypothesized) or 
the power is similar to fi nd any of the 
several existing true relationships. The 
pre-study probability of a relationship 
being true is R⁄(R + 1). The probability 
of a study fi nding a true relationship 
refl ects the power 1 − β (one minus 
the Type II error rate). The probability 
of claiming a relationship when none 
truly exists refl ects the Type I error 
rate, α. Assuming that c relationships 
are being probed in the fi eld, the 
expected values of the 2 × 2 table are 
given in Table 1. After a research 
fi nding has been claimed based on 
achieving formal statistical signifi cance, 
the post-study probability that it is true 
is the positive predictive value, PPV. 
The PPV is also the complementary 
probability of what Wacholder et al. 
have called the false positive report 
probability [10]. According to the 2 
× 2 table, one gets PPV = (1 − β)R⁄(R 
− βR + α). A research fi nding is thus 

The Essay section contains opinion pieces on topics 
of broad interest to a general medical audience. 
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Summary
There is increasing concern that most 

current published research fi ndings are 
false. The probability that a research claim 
is true may depend on study power and 
bias, the number of other studies on the 
same question, and, importantly, the ratio 
of true to no relationships among the 
relationships probed in each scientifi c 
fi eld. In this framework, a research fi nding 
is less likely to be true when the studies 
conducted in a fi eld are smaller; when 
effect sizes are smaller; when there is a 
greater number and lesser preselection 
of tested relationships; where there is 
greater fl exibility in designs, defi nitions, 
outcomes, and analytical modes; when 
there is greater fi nancial and other 
interest and prejudice; and when more 
teams are involved in a scientifi c fi eld 
in chase of statistical signifi cance. 
Simulations show that for most study 
designs and settings, it is more likely for 
a research claim to be false than true. 
Moreover, for many current scientifi c 
fi elds, claimed research fi ndings may 
often be simply accurate measures of the 
prevailing bias. In this essay, I discuss the 
implications of these problems for the 
conduct and interpretation of research.

It can be proven that 
most claimed research 

fi ndings are false.From PLOS Medicine - http://journals.plos.org/plosmedicine/article?id=10.1371/journal.pmed.0020124
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Reproducibility Project: Psychology

RESEARCH ARTICLE SUMMARY
◥

PSYCHOLOGY

Estimating the reproducibility of
psychological science
Open Science Collaboration*

INTRODUCTION: Reproducibility is a defin-
ing feature of science, but the extent to which
it characterizes current research is unknown.
Scientific claims should not gain credence
because of the status or authority of their
originator but by the replicability of their
supporting evidence. Even research of exem-
plary quality may have irreproducible empir-
ical findings because of random or systematic
error.

RATIONALE: There is concern about the rate
and predictors of reproducibility, but limited
evidence. Potentially problematic practices in-
clude selective reporting, selective analysis, and
insufficient specification of the conditions nec-
essary or sufficient to obtain the results. Direct
replication is the attempt to recreate the con-
ditions believed sufficient for obtaining a pre-

viously observed finding and is the means of
establishing reproducibility of a finding with
new data. We conducted a large-scale, collab-
orative effort to obtain an initial estimate of
the reproducibility of psychological science.

RESULTS:We conducted replications of 100
experimental and correlational studies pub-
lished in three psychology journals using high-
powered designs and original materials when
available. There is no single standard for eval-
uating replication success. Here, we evaluated
reproducibility using significance and P values,
effect sizes, subjective assessments of replica-
tion teams, and meta-analysis of effect sizes.
The mean effect size (r) of the replication ef-
fects (Mr = 0.197, SD = 0.257) was half the mag-
nitude of the mean effect size of the original
effects (Mr = 0.403, SD = 0.188), representing a

substantial decline.Ninety-sevenpercent of orig-
inal studies had significant results (P < .05).
Thirty-six percent of replications had signifi-

cant results; 47% of origi-
nal effect sizes were in the
95% confidence interval
of the replication effect
size; 39% of effects were
subjectively rated to have
replicated the original re-

sult; and if no bias in original results is as-
sumed, combining original and replication
results left 68% with statistically significant
effects. Correlational tests suggest that repli-
cation success was better predicted by the
strength of original evidence than by charac-
teristics of the original and replication teams.

CONCLUSION:No single indicator sufficient-
ly describes replication success, and the five
indicators examined here are not the only
ways to evaluate reproducibility. Nonetheless,
collectively these results offer a clear conclu-
sion: A large portion of replications produced
weaker evidence for the original findings de-
spite using materials provided by the original
authors, review in advance for methodologi-
cal fidelity, and high statistical power to detect
the original effect sizes. Moreover, correlational
evidence is consistent with the conclusion that
variation in the strength of initial evidence
(such as original P value) was more predictive
of replication success than variation in the
characteristics of the teams conducting the
research (such as experience and expertise).
The latter factors certainly can influence rep-
lication success, but they did not appear to do
so here.
Reproducibility is not well understood be-

cause the incentives for individual scientists
prioritize novelty over replication. Innova-
tion is the engine of discovery and is vital for
a productive, effective scientific enterprise.
However, innovative ideas become old news
fast. Journal reviewers and editors may dis-
miss a new test of a published idea as un-
original. The claim that “we already know this”
belies the uncertainty of scientific evidence.
Innovation points out paths that are possible;
replication points out paths that are likely;
progress relies on both. Replication can in-
crease certainty when findings are reproduced
and promote innovation when they are not.
This project provides accumulating evidence
for many findings in psychological research
and suggests that there is still more work to
do to verify whether we know what we think
we know.▪

RESEARCH

SCIENCE sciencemag.org 28 AUGUST 2015 • VOL 349 ISSUE 6251 943

The list of author affiliations is available in the full article online.
*Corresponding author. E-mail: nosek@virginia.edu
Cite this article as Open Science Collaboration, Science 349,
aac4716 (2015). DOI: 10.1126/science.aac4716

Original study effect size versus replication effect size (correlation coefficients). Diagonal
line represents replication effect size equal to original effect size. Dotted line represents replication
effect size of 0. Points below the dotted line were effects in the opposite direction of the original.
Density plots are separated by significant (blue) and nonsignificant (red) effects.

ON OUR WEB SITE
◥

Read the full article
at http://dx.doi.
org/10.1126/
science.aac4716
..................................................

From Science - http://science.sciencemag.org/content/349/6251/aac4716
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ASA Statement of p-values

• P-values can indicate how incompatible the data are with a
specified statistical model.

• P-values do not measure the probability that the studied
hypothesis is true, or the probability that the data were
produced by random chance alone.

• Scientific conclusions and business or policy decisions should
not be based only on whether a p-value passes a specific
threshold.

• Proper inference requires full reporting and transparency.
• A p-value, or statistical significance, does not measure the size

of an effect or the importance of a result.
• By itself, a p-value does not provide a good measure of

evidence regarding a model or hypothesis.
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Charles Darwin

ON 

THE O R I G I N  OF SPECIES 

BY MEANS OF NATURAL SELECTION, 

OR THE 

PRESERVATION OF FAVOURED RACES IN THE STRUGGLE 
FOR LIFE. 

BY CHARLES DARWIN, M A ,  
FELLOW OF THE R O Y A L ,  GEOIJOGICA 11, LlNNA%AN, ETC., SOCIETIES; 

AUTHOR OF 'JOURNAL OF RESEARCHES DURING XI. M. s. BEAOLE'EI VOYAGE 
ROUND THE WORLD.' 

L O N D O N :  

JOHN MURRAY, ALBEMARLE STREET. 

1859. 

The right of WamMion is reaei-tw?d. 

C 0 N TE N T  S. 

INTRODUCTION . . . . . . . . . . . . . . . . . .  Page 1 

CHAPTER I. 
VARIATION UNDER DOMESTICATION. 

Causes of Variability - Effects of Habit - Correlation of Growth - 
Inheritance - Character of Domestic Varieties -Difficulty of 
distinguishing between Varieties and Species-Origin of Domestic 
Varieties from one or more Species - Domestic Pigeons, their 
Differences and Origin - Principle of Selection anciently followed, 
its Effects - Methodical 2nd Unconscious Selection - Unknown 
Origin of our Domestic Productions - Circumstances favourable 
to Man’s powerof Selection . . . . . . . . . . . .  7-43 

CHAPTER 11. 

VARIATION UNDER NATURE. 

Variability - Individual differences - Doubtful species - Wide 
ranging, much diffused, and common species vary m o s t S p e -  
cies of the larger genera in any country vary niore tban the species 
of the smaller genera-Many of the species of the larger genera 
resemble varieties in being very closely, but unequally, related 
to each other, and in having restricted ranges . . . .  44-59 
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Charles Darwin
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R.A. Fisher

“I occasionally meet geneticists who ask me whether it is true that
the great geneticist R.A. Fisher was also an important statistician.”
- L.J. Savage (Annals of Statistics, 1976)

Source: http://www.swlearning.com/quant/kohler/stat/biographical_sketches/Fisher_3.jpeg
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R.A. Fisher cont.

Biology:

• Heterozygote advantage
• Population genetics (Modern

evolutionary synthesis)
• Fisherian runaway selection
• ...

Statistics:

• Analysis of Variance
• Null hypothesis
• Maximum Likelihood
• F distribution
• Fisher’s Exact test
• Fisher Information
• Randomization testing
• ...
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Runaway Selection

Source: Irish Elk - Fiddler Crab - Peafowl
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Novembre et al. - Nature 2008

The direction of the PC1 axis and its relative strength may reflect a
special role for this geographic axis in the demographic history of
Europeans (as first suggested in ref. 10). PC1 aligns north-northwest/
south-southeast (NNW/SSE, 216 degrees) and accounts for
approximately twice the amount of variation as PC2 (0.30% versus
0.15%, first eigenvalue 5 4.09, second eigenvalue 5 2.04). However,
caution is required because the direction and relative strength of the
PC axes are affected by factors such as the spatial distribution of
samples (results not shown, also see ref. 9). More robust evidence
for the importance of a roughly NNW/SSE axis in Europe is that, in
these same data, haplotype diversity decreases from south to north
(A.A. et al., submitted). As the fine-scale spatial structure evident in
Fig. 1 suggests, European DNA samples can be very informative
about the geographical origins of their donors. Using a multi-
ple-regression-based assignment approach, one can place 50% of

individuals within 310 km of their reported origin and 90% within
700 km of their origin (Fig. 2 and Supplementary Table 4, results
based on populations with n . 6). Across all populations, 50% of
individuals are placed within 540 km of their reported origin, and
90% of individuals within 840 km (Supplementary Fig. 3 and
Supplementary Table 4). These numbers exclude individuals who
reported mixed grandparental ancestry, who are typically assigned
to locations between those expected from their grandparental origins
(results not shown). Note that distances of assignments from
reported origin may be reduced if finer-scale information on origin
were available for each individual.

Population structure poses a well-recognized challenge for disease-
association studies (for example, refs 11–13). The results obtained
here reinforce that the geographic distribution of a sample is impor-
tant to consider when evaluating genome-wide association studies
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Figure 1 | Population structure within Europe. a, A statistical summary of
genetic data from 1,387 Europeans based on principal component axis one
(PC1) and axis two (PC2). Small coloured labels represent individuals and
large coloured points represent median PC1 and PC2 values for each
country. The inset map provides a key to the labels. The PC axes are rotated
to emphasize the similarity to the geographic map of Europe. AL, Albania;
AT, Austria; BA, Bosnia-Herzegovina; BE, Belgium; BG, Bulgaria; CH,
Switzerland; CY, Cyprus; CZ, Czech Republic; DE, Germany; DK, Denmark;
ES, Spain; FI, Finland; FR, France; GB, United Kingdom; GR, Greece; HR,

Croatia; HU, Hungary; IE, Ireland; IT, Italy; KS, Kosovo; LV, Latvia; MK,
Macedonia; NO, Norway; NL, Netherlands; PL, Poland; PT, Portugal; RO,
Romania; RS, Serbia and Montenegro; RU, Russia, Sct, Scotland; SE,
Sweden; SI, Slovenia; SK, Slovakia; TR, Turkey; UA, Ukraine; YG,
Yugoslavia. b, A magnification of the area around Switzerland from
a showing differentiation within Switzerland by language. c, Genetic
similarity versus geographic distance. Median genetic correlation between
pairs of individuals as a function of geographic distance between their
respective populations.

LETTERS NATURE

2
 ©2008 Macmillan Publishers Limited. All rights reserved

Analysis of 197,146 SNPs in 1,387 Europeans with known family origins
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Spatial Mapping
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Figure 2: Posterior probability maps, from left to right, of the genetic, isotopic and combined model output.
Rows (A) and (B) reflect the results for the same exemplar Hermit Thrush under cross validation by individual
and location respectively, while (C) and (D) are the same Wilson’s Warbler, • indicates the true origin of
the sample and • indicate all other sampling locations.
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Migratory Connectivity
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Figure 5: Results of localization to breeding grounds of samples taken from wintering Wilson’s Warblers using
Genetic (A), Isotopic (B) or Combined (C) approaches. Assignment is based on location with the greatest
posterior probability.
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Other Applications



The most famous statistician in the world ...

http://projects.fivethirtyeight.com/election-2016/primary-forecast/iowa-republican/ 27

http://projects.fivethirtyeight.com/election-2016/primary-forecast/iowa-republican/


538 - How to Tell Someone’s Age When All You Know Is Her Name

http://fivethirtyeight.com/features/

how-to-tell-someones-age-when-all-you-know-is-her-name/

28

http://fivethirtyeight.com/features/how-to-tell-someones-age-when-all-you-know-is-her-name/
http://fivethirtyeight.com/features/how-to-tell-someones-age-when-all-you-know-is-her-name/


Why you probably shouldn’t be playing ...

http://graphics.latimes.com/powerball-simulator/
29

http://graphics.latimes.com/powerball-simulator/


Data collection and study design



Using a sample to make inferences about the population

• Ultimate goal: make inferences about populations

• Caveat: populations are difficult or impossible to access
• Solution: use a sample from that population, and use

statistics from that sample to make inferences about the
unknown population parameters

• The better (more representative) sample we have, the more
reliable our estimates and more accurate our inferences will be

Suppose we want to know how many offspring female lemurs have,
on average. It’s not feasible to obtain offspring data from on all
female lemurs, so we use data from the Duke Lemur Center. We
use the sample mean from these data as an estimate for the unknown
population mean. Can you see any limitations to using data from
the Duke Lemur Center to make inferences about all lemurs?
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Sampling is natural

• When you taste a spoonful of soup and decide the spoonful
you tasted isn’t salty enough, that’s exploratory analysis

• If you generalize and conclude that your entire soup needs
salt, that’s an inference

• For your inference to be valid, the spoonful you tasted (the
sample) needs to be representative of the entire pot (the
population)

32



Sampling methods

Simple random:
Drawing names from a hat
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Stratum 1

Stratum 2

Stratum 3

Stratum 4

Stratum 5

Stratum 6Stratified: homogenous strata
Stratify to control for SES
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Stratum 1

Stratum 2

Stratum 3

Stratum 4

Stratum 5

Stratum 6

Cluster: heterogenous clusters
Sample all chosen clusters
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Sampling methods

Simple random:
Drawing names from a hat
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Stratified: homogenous strata
Stratify to control for SES
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Cluster: heterogenous clusters
Sample all chosen clusters
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Sampling methods

Simple random:
Drawing names from a hat
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Cluster: heterogenous clusters
Sample all chosen clusters
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Sampling methods

Simple random:
Drawing names from a hat
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Stratum 6Stratified: homogenous strata
Stratify to control for SES
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Sampling methods

Simple random:
Drawing names from a hat
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Cluster: heterogenous clusters
Sample all chosen clusters
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Clicker question

A city council has requested a household survey be conducted in a
suburban area of their city. The area is broken into many distinct
and unique neighborhoods, some including large homes, some with
only apartments, and others a diverse mixture of housing structures.
Which approach would likely be the least effective?

(a) Simple random sampling
(b) Stratified sampling, where each stratum is a neighborhood
(c) Cluster sampling, where each cluster is a neighborhood
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Biases in study design

• Non-response: If only a small fraction of the randomly
sampled people choose to respond to a survey, the sample
may no longer be representative of the population

• Voluntary response: Occurs when the sample consists of
people who volunteer to respond because they have strong
opinions on the issue since such a sample will also not be
representative of the population

• Convenience sample: Individuals who are easily accessible are
more likely to be included in the sample
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Clicker question

A school district is considering whether it will no longer allow high school
students to park at school after two recent accidents where students were
severely injured. As a first step, they survey parents by mail, asking them
whether or not the parents would object to this policy change. Of 6,000
surveys that go out, 1,200 are returned. Of these 1,200 surveys that were
completed, 960 agreed with the policy change and 240 disagreed. Which
of the following statements are true?

I. Some of the mailings may have never reached the parents.
II. Overall, the school district has strong support from parents to move

forward with the policy approval.
III. It is possible that majority of the parents of high school students

disagree with the policy change.
IV. The survey results are unlikely to be biased because all parents were

mailed a survey.

(a) Only I (b) I and II (c) I and III (d) III and
IV

(e) Only IV
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What type of study is this? What is the scope of inference (causality
/ generalizability)?

http://www.nytimes.com/2014/06/30/technology/

facebook-tinkers-with-users-emotions-in-news-feed-experiment-stirring-outcry.html
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A study that surveyed a random sample of otherwise healthy adults found
that people are more likely to get muscle cramps when they’re stressed.
The study also noted that people drink more coffee and sleep less when
they’re stressed. What type of study is this?

What is the conclusion of the study?

Can this study be used to conclude a causal relationship between increased
stress and muscle cramps?
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Four principles of experimental design

• We would like to design an experiment to investigate if
increased stress causes muscle cramps:

• Treatment: increased stress
• Control: no or baseline stress

• It is suspected that the effect of stress might be different on
younger and older people: block for age.

Why is this important? Can you think of other variables to block
for?
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Random sampling helps generalizability,
random assignment helps causality

Random 
assignment

No random 
assignment

Random 
sampling

Causal conclusion, 
generalized to the whole 

population.

No causal conclusion, 
correlation statement 

generalized to the whole 
population.

Generalizability

No random 
sampling

Causal conclusion, 
only for the sample.

No causal conclusion, 
correlation statement only 

for the sample.
No 

generalizability

Causation Correlation

ideal 
experiment

most 
experiments

most 
observational 

studies

bad 
observational 

studies
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Summary



Summary of main ideas

1. Use a sample to make inferences about the population
2. Ideally use a simple random sample, stratify to control for a

variable, and cluster to make sampling easier
3. Sampling schemes can suffer from a variety of biases
4. Experiments use random assignment to treatment groups,

observational studies do not
5. Four principles of experimental design: randomize, control,

block, replicate
6. Random sampling helps generalizability, random assignment

helps causality
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