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1. INTRODUCTION

We consider settings where data are available on a nonparametric function and various partial derivatives. For example, suppose data \((X_{1i}, X_{2i}, Y_{i}, Y_{1i})\), for \(i = 1, \ldots, n\), are available for
\[
y = g(x_1, x_2) + \epsilon, \quad y_1 = \frac{\partial g(x_1, x_2)}{\partial x_1} + \epsilon_1.
\]
Then \(g\) can be estimated at rates as though it were a function of a single nonparametric variable, rather than two. Heuristically, the presence of data on the partial derivative with respect to \(x_1\) eliminates the need for local averaging in the \(x_1\) direction. This in turn results in dimension reduction, and suggests the possibility of estimating \(g\), and its derivatives, at relatively fast rates.

It is natural to ask whether data on derivatives would be available in practical settings, or whether this investigation is esoteric. In fact, such data are commonly available in economics. The underlying reason is that economic models frequently assume that agents economize, that is they implicitly or explicitly solve constrained optimization problems. Thus, data may not only be available on an objective function, but also on first-order conditions related to the optimization problem. An example serves to illustrate the point.

Consider \(y = g(Q, r, w) + \epsilon\), where \(y\) is the minimum cost of producing output level \(Q\) given \(r\) and \(w\), the prices of capital and labor respectively, and \(\epsilon\) is a residual. By the envelope theorem, or equivalently, Shephard’s Lemma (see e.g., Silberberg and Suen, 2000; Varian, 1992), the partial derivatives of \(g\) with respect to \(r\) and \(w\) yield the optimal quantities of capital and labour required to produce \(Q\). Joint estimation of cost functions and their partial derivatives (i.e., the inputs), using parametric models, is routinely undertaken (see e.g., Fuss and McFadden, 1978; Jorgenson, 1986). Florens, Ivaldi and Larribeau (1996) analyse the behaviour of parametric approximations of systems such as the ones considered in this paper. However, nonparametric estimation as proposed here has received little attention.

Quite different examples of the same type arise in engineering settings, for example in real-time records of certain types of motion sensors, and in modelling problems connected to stochastic control. See, for instance, Murray-Smith and...
Rates of convergence for nonparametric regression (e.g., Stone 1980, 1982) often limit the usefulness of conventional nonparametric models in fields where regression modeling involves multiple explanatory variables. Several devices are available to mitigate this curse of dimensionality. They include additive and varying-coefficient models (see, e.g., Stone, 1985; Hastie and Tibshirani, 1986, 1993; Buja et al., 1989), projection-based methods (e.g., Huber, 1985; Friedman and Steutzle, 1981; Donoho and Johnstone, 1989), and recursive partitioning and tree-based methods (e.g., Breiman et al. 1984; Friedman, 1991; Zhang, 2004). For the most part, these approaches fit “abbreviated” models, where components, or interactions among components, are dropped in order to reduce the variability of an estimator. We shall show that incorporating derivative information can yield lower variability, and faster convergence rates, for the full underlying regression function, without any need for abbreviation.

Methodology based on this idea can be expected to reach beyond examples in economics and engineering, such as those given earlier. Particularly with the development of new technologies, allowing rates of change to be recorded at discrete times, systems in the physical and biological sciences offer opportunities for dimension reduction using derivative data. For example, in meteorology, each of barometric pressure, wind speed and direction (the latter two being functions of the pressure gradient) are measured over broad geographic regions. In some fields an evolving system is often modeled as a (possibly constrained) optimization problem, and so one might expect data relating to first-order conditions to be available there.

This paper is organized as follows. Section 2 outlines our assumptions and provides results on optimal rates of convergence. The approaches to dimension-reduction addressed there are non-standard. Section 3, which shows that suitably constructed kernel estimators achieve optimal rates of convergence, uses familiar smoothing methods surveyed by, for example, Wand and Jones (1995), Fan and Gijbels (1996) and Simonoff (1996). We note also that the idea of combining local and non-local averaging has been used by Linton and Nielsen (1995) and Fan, Härdle and Mammen (1998). Results of Bickel and Ritov (2003), on estimators...
that are constructed by “plugging in” root-n consistent estimators of functions, are more distantly related. Section 4 describes results of simulations, and an empirical application involving data on electricity distribution costs. Proofs of propositions are deferred to the Appendices.

Before proceeding, it may be useful to illustrate our results on rates of convergence. Let \( g(x_1, x_2, x_3, x_4) \) be a nonparametric function for which we have data and consider the following hierarchy of functions where superscripts denote multiple first-order partial derivatives:

\[
\begin{array}{c}
g^{(1,0,0,0)}
g^{(1,1,0,0)}
g^{(1,1,1,0)}
g^{(0,1,1,0)}
g^{(1,1,0,1)}
g^{(1,0,1,1)}
g^{(0,1,1,1)}
g^{(1,0,0,1)}
g^{(0,1,0,1)}
g^{(0,0,1,1)}
g^{(0,0,0,1)}
\end{array}
\]

(a) If data are available on the complete hierarchy, then \( g \) can be estimated root-n consistently – that is, the “nonparametric dimension” of the estimation problem is zero. (b) If data are available on all multiple first-order partials for any subset of \( p \) variables, then the nonparametric dimension is \( 4 - p \). For example, if one observes all partials below the main diagonal, then the nonparametric dimension is one. (c) If data are available on all multiple first-order partials for any subset of \( p \) variables, except those appearing in the bottom \( \ell \) rows, then the nonparametric dimension is \( 4 - (p - \ell) \). For example, if one observes all partials in the north-west wedge, then the nonparametric dimension is two. (d) For an arbitrary set of observed partial derivatives, the nonparametric dimension of the estimation problem may be determined by using (b) and (c) to find the subset which yields the lowest nonparametric dimension. For example, if one observes all simple first-order partials, i.e., all partials in the bottom row, then the nonparametric dimension is three – the same as if only one of these partials were observed. If in addition one observes \( g^{(1,1,0,0)} \) then the nonparametric dimension is two.
2. PROPERTIES UNDERPINNING METHODOLOGY

2.1. Main theorem about functionals. For simplicity we shall assume that $g$ is supported on the unit cube $\mathcal{R}_k = [0,1]^k$, although substantially more general designs are possible. Let $A$ denote the set of all sequences $\alpha = (\alpha_1, \ldots, \alpha_k)$, of length $k$, consisting solely of zeros and ones. Given $\alpha \in A$ and $x = (x_1, \ldots, x_k) \in \mathcal{R}_k$, define $|\alpha| = \sum_j \alpha_j$ and

$$g^\alpha(x) = \frac{\partial^{|\alpha|} g(x)}{\partial x_{i_1} \ldots \partial x_{i_{|\alpha|}}},$$

where $i_1 < \ldots < i_{|\alpha|}$ denotes the sequence of indices $i$ for which $\alpha_i = 1$.

Let $B_k$ denote the class of bounded functions on $\mathcal{R}_k$, and let $G_k$ be the class of functions $g$ on $\mathcal{R}_k$ for which $g^\alpha \in B_k$ for each $\alpha \in A$. Given $C > 0$, let $\mathcal{K}(C)$ denote the class of functionals $\psi$ that may be represented as

$$(\psi g)(x) = \int_{\mathcal{R}_k} \chi(u,x) g(u) \, du \quad \text{for all} \quad g \in B_k,$$

where the function $\chi$, determining $\psi$, satisfies $\sup_{u,x \in \mathcal{R}_k} |\chi(u,x)| \leq C$.

**Theorem 1.** There exists a set of functionals $\{\psi_\alpha, \alpha \in A\} \subseteq \mathcal{K}(1)$, such that for all $g \in G_k$,

$$g = \sum_{\alpha \in A} \psi_\alpha g^\alpha.$$

Appendix A.1 will prove the theorem and give explicit formulae for the functionals $\psi_\alpha$.

To appreciate the implications of Theorem 1 for inference, assume that for each $\alpha \in A$, i.e., for each model $y_\alpha = g^\alpha(x) + \epsilon_\alpha$ we have data pairs $(X_{\alpha i}, Y_{\alpha i})$ generated by

$$Y_{\alpha i} = g^\alpha(X_{\alpha i}) + \epsilon_{\alpha i}, \quad 1 \leq i \leq n_\alpha,$$

where the $X_{\alpha i}$'s are distributed on $\mathcal{R}_k$ with a density $f_\alpha$ that is bounded away from zero there, and the errors $\epsilon_{\alpha i}$ are independent with zero means and bounded variances, independent too of the $X_{\alpha i}$'s. Put $n = \min_{\alpha \in A} n_\alpha$. It follows from the form of the functional $\psi_\alpha$ (see (2.1)) that from these data we may construct an estimator $\hat{\psi_\alpha} g^\alpha$ of $\psi_\alpha g^\alpha$ that is root-$n$ consistent whenever $g \in G_k$. 
For example, if the $X_{\alpha_i}$’s are uniformly distributed on $\mathbb{R}_k$, and if $\psi = \psi_\alpha$ is given by (2.1) with $\chi$ there denoted by $\chi_\alpha$, then an unbiased, root-$n$ consistent estimator of $\psi_\alpha g^\alpha$ is given by $\widehat{\psi_\alpha g^\alpha}$, where

$$
(\widehat{\psi_\alpha g^\alpha})(x) = \frac{1}{n_\alpha} \sum_{i=1}^{n_\alpha} Y_{\alpha_i} \chi_\alpha(X_{\alpha_i}, x).
$$

(2.3)

Theorem 1 now implies that

$$
\hat{g} \equiv \sum_{\alpha \in A} \psi_\alpha g^\alpha
$$

(2.4)

is a root-$n$ consistent estimator of $g$. Properties of estimators such as $\widehat{\psi_\alpha g^\alpha}$ and $\hat{g}$ will be discussed in section 3.2.

The theory that we develop admittedly does not address the “cost” of sampling data on derivatives. In the examples from economics and engineering discussed in section 1 the cost is low, although in some other problems it is prohibitively high. Moreover, if high-order derivative information is absent then our estimators simply do not enjoy fast convergence rates. We characterise convergence rates in terms of the value of $n = \min_{\beta \in B} n_\beta$, and do not dwell on the fact that if there is a sufficiently large order of magnitude of data on $(X, Y)$ alone, sufficiently greater than $n$, then the convergence rate of a conventional nonparametric estimator based just on those data can be faster than the rates given in this paper.

The assumption that errors for measurements of different derivatives are independent can be significantly relaxed without affecting the theoretical results that we shall give in section 3. The assumption may not be completely plausible in the setting of capital and labour costs, but it is realistic in the context of engineering problems, where motion-sensor data on functions and their derivatives are estimated by different sensors with different characteristics. Correlations among the errors for different functions will be permitted in the simulation study in section 4.

In the following examples, the decomposition of $g$ provided in Theorem 1 is rearranged to illustrate root-$n$ consistent estimation.

**Example 1.** Suppose $k = 1$ and noisy data are available for $g(x)$ and $dg(x)/dx$. 
Write \( g(x) \equiv \bar{g}_1(x) + \bar{g}_1(\cdot) \) where
\[
\bar{g}_1(x) = \int_0^x \frac{dg(u)}{du} du = g(x) - g(0)
\]
\[
\bar{g}_1(\cdot) = \int_0^1 \{g(u) - \bar{g}_1(u)\} du = g(0).
\]
The function \( \bar{g}_1 \) can be estimated root-\( n \) consistently in which case so can its integral and hence \( \bar{g}_1 \).

**Example 2.** Suppose \( k = 2 \) and noisy data are available for \( g^{(1,1)}, g^{(1,0)}, g^{(0,1)} \) and \( g^{(0,0)} = g \). Write \( g(x) = g_{11}(x_1, x_2) + g_{10}(x_1, \cdot) + g_{01}(\cdot, x_2) + g_{00}(\cdot, \cdot) \) where
\[
g_{11}(x_1, x_2) = \int_0^{x_1} \int_0^{x_2} g^{(1,1)}(u_1, u_2) du_1 du_2 = g(x_1, x_2) - g(x_1, 0) - g(0, x_2) + g(0, 0)
\]
\[
g_{10}(x_1, \cdot) = \int_0^{x_1} \int_0^1 g^{(1,0)}(u_1, x_2) du_1 dx_2 = g(x_1, 0) - g(0, x_2) - g(0, 0)
\]
\[
g_{01}(\cdot, x_2) = \int_0^1 \int_0^{x_2} g^{(0,1)}(x_1, u_2) dx_1 du_2 - \int_0^1 g_{11}(x_1, x_2) dx_2 = g(0, x_2) - g(0, 0)
\]
\[
g_{00}(\cdot, \cdot) = \int_0^1 \int_0^1 g(x_1, x_2) - g_{11}(x_1, x_2) - g_{10}(x_1, \cdot) - g_{01}(\cdot, x_2) dx_1 dx_2 = g(0, 0).
\]
Sample analogues of all integral expressions can be calculated without local averaging. Thus \( \bar{g}_{11} \) and its integrals can be estimated root-\( n \) consistently, in which case so can \( \bar{g}_{10} \) and \( \bar{g}_{01} \), their respective integrals and \( \bar{g}_{00} \).

2.2. Application of Theorem 1 to lower-dimensional structures. Let \( 1 \leq p \leq k \), and consider a lower-dimensional “subspace” of \( A \), specifically the set \( B \) of all sequences \( \beta = (\beta_1, \ldots, \beta_p) \) of length \( p \) consisting solely of zeros and ones. Given \( g \in \mathcal{R}_k \), define \( |\beta| \) and \( g^{\beta} \) analogously to \( |\alpha| \) and \( g^{\alpha} \). In particular, \( g^{\beta} \) is a function on \( \mathcal{R}_k \), not on the lower-dimensional space \( \mathcal{R}_p = [0, 1]^p \), and
\[
g^{\beta}(x) = \frac{\partial^{|\beta|} g(x)}{\partial x_{i_1} \cdots \partial x_{i_{|\beta|}}},
\]
where \( i_1 < \ldots < i_{|\beta|} \) denotes the sequence of indices \( i \) for which \( \beta_i = 1 \). Similarly, although the functional \( \psi_{\beta} \) (the \( p \)-dimensional analogue of \( \psi_{\alpha} \) introduced in Theorem 1) would normally be interpreted as the functional which takes \( b \in \mathcal{B}_p \) to \( \psi_{\beta} b \), defined by
\[
(\psi_{\beta} b)(x_1, \ldots, x_p) = \int_{\mathcal{R}_p} \chi(u_1, \ldots, u_p, x_1, \ldots, x_p) b(u_1, \ldots, u_p) du_1 \cdots du_p.
\]
it can just as easily be interpreted as the functional that takes $g \in \mathcal{B}_k$ to $\psi_\beta g$, defined by

$$(\psi_\beta g)(x_1, \ldots, x_k) = \int_{\mathbb{R}_p} \chi(u_1, \ldots, u_p, x_1, \ldots, x_p) \times g(u_1, \ldots, u_p, x_{p+1}, \ldots, x_k) \, du_1 \ldots du_p. \quad (2.6)$$

We shall adopt the latter interpretation.

We may of course interpret $\beta$ as a $k$-vector, and an element of $A$, with its last $k - p$ components equal to zero. We shall take this view in section 2.3, where we shall treat cases that cannot be readily subsumed under a model in which noisy observations are made of $\psi_\beta g^\beta$ for each $\beta \in B$.

Let $\mathcal{G}_{kp}$ denote the class of functions $g \in \mathcal{B}_k$ for which $g^\beta$ is well-defined, and bounded on $\mathcal{R}_k$, for each $\beta \in B$. The following result is an immediate corollary of Theorem 1. It is derived by applying Theorem 1 to the function that is defined on $\mathcal{R}_p$ and is obtained from $g$ by fixing the last $k - p$ coordinates of $x$ and allowing the first $p$ coordinates to vary in $\mathcal{R}_p$. However, although Corollary 1 can be proved from Theorem 1, the theorem is a special case of the corollary.

**Corollary 1.** Assume $1 \leq p \leq k$, and let $\psi_\beta$, for $\beta \in B$, denote the functionals introduced in section 2.1, but interpreted in the sense of (2.6). Then for each $g \in \mathcal{G}_{kp},$

$$g = \sum_{\beta \in B} \psi_\beta g^\beta.$$

The main statistical implication of the corollary is that, by observing data on $g^\beta$ for each $\beta \in B$, we reduce, from $k$ to $k - p$, the effective dimension of the problem of estimating $g$. The manner in which $g$ depends on its first $p$ components can be estimated root-$n$ consistently, and then performance in the estimation problem is driven by the difficulty of determining the way in which $g$ is influenced by its last $k - p$ components.

To better appreciate this point, assume that for each $\beta \in B$, data $(X_{\beta i}, Y_{\beta i})$ are generated by an analogue of the model at (2.2):

$$Y_{\beta i} = g^\beta(X_{\beta i}) + \epsilon_{\beta i}, \quad 1 \leq i \leq n_\beta, \quad (2.7)$$
where \( g \in G_k \) and the \( X_{\beta i} \)'s are distributed on \( R_k \). Suppose for simplicity that the common density of the \( X_{\beta i} \)'s is uniform on \( R_k \). Let \( X_{\beta i}^{[k-p]} \) and \( x^{[k-p]} \) represent the \((k-p)\)-vectors comprised of the last \( k-p \) components of \( X_{\beta i} \) and \( x \), respectively. Denote by \( K \) a \((k-p)\)-dimensional kernel function, let \( h \) be a bandwidth, and, in close analogy with (2.3), define \( \psi_\beta g^\beta \) by

\[
(\psi_\beta g^\beta)(x) = \frac{1}{n_\beta h^{k-p}} \sum_{i=1}^{n_\beta} Y_{\beta i} \chi_\beta(X_{\beta i}, x) K\left(\frac{X_{\beta i}^{[k-p]} - x^{[k-p]}}{h}\right), \tag{2.8}
\]

Set \( n = \min_{\beta \in B} n_\beta \). It is readily proved that if \( g \) has \( d \) derivatives of its last \( k-p \) components, as well as all multiple first-derivatives of its first \( p \) components; if \( K \) is a bounded, compactly supported, \( d \)th order kernel; if \( x \) is an interior point of \( R_k \), so as to avoid edge effects; and if \( h = h(n) \sim \text{const.} n^{1/(2d+k-p)} \); then \((\psi_\beta g^\beta)(x)\) converges to \((\psi_\beta g^\beta)(x)\) at the standard squared-error rate, \( n^{-2d/(2d+k-p)} \), for estimating functions of \( k-p \) variables with \( d \) derivatives. This result is a consequence of the fact that the smoothing at (2.8) is over only the last \( k-p \) coordinates of the data \( X_{\beta i} \). Therefore, the estimator

\[
\hat{g} \equiv \sum_{\beta \in B} \psi_\beta g^\beta, \tag{2.9}
\]

analogous to that at (2.4), converges to \( g \) at the squared-error rate \( n^{-2d/(2d+k-p)} \).

Properties of \( \psi_\beta g^\beta \) and \( \hat{g} \) will be discussed in section 3.2.

**Example 3.** Returning to the example in the introduction, suppose \( k = 2 \) and noisy data are available for \( g \) and \( g^{(1,0)} \). Write \( g(x) = g_{11}(x_1, x_2) + g_{10}(x_1, x_2) \) where

\[
g_{11}(x_1, x_2) \equiv \int_0^{x_1} g^{(1,0)}(u_1, x_2) du_1 = g(x_1, x_2) - g(0, x_2)
\]

\[
g_{10}(x_1, x_2) \equiv \int_0^1 \left\{ g(x_1, x_2) - g_{11}(x_1, x_2) \right\} dx_1 = g(0, x_2).
\]

Estimates of \( g_{11} \) and \( g_{01} \) require local averaging in the \( x_2 \) direction only. Thus, \( g_{11} \) and can be estimated at one-dimensional optimal rates, in which case so can its integral and \( g_{01} \).

**Example 4.** Suppose \( k = 3 \) and noisy data are available for \( g^{(1,1,0)}, g^{(1,0,0)}, g^{(0,1,0)} \) and \( g^{(0,0,0)} = g \). Write \( g(x) = g_{111}(x_1, x_2, x_3) + g_{101}(x_1, x_2, x_3) + g_{011}(x_1, x_2, x_3) + \)
Estimates of each of the above component functions require local averaging in the \( x_3 \) direction only. Thus \( g_{111} \) and its integrals can be estimated at one-dimensional optimal rates, as can \( g_{101} \) and \( g_{011} \), their respective integrals and hence also \( g_{001} \).

With mild abuse of notation, suppose that \( x_3 \) in Example 4 is of length \( k - 2 \), then \( g \) can be estimated at \((k - 2)\)-dimensional optimal rates.

2.3. More general settings. In Corollary 1 we assumed that we have available all the multiple first-derivatives \( g^\beta \) of the first \( p \) components of \( g \). Our restriction to the first \( p \) components was made only for notational convenience; they could have been any \( p \) components. In particular, we may alter the definition at (2.5) to

\[
g^\beta(x) = \frac{\partial |\beta| g(x)}{\partial x_{I(i_1)} \cdots \partial x_{I(i_{|\beta|})}}, \tag{2.10}
\]

where \( I(1) < \ldots < I(p) \) denotes any given subsequence of length \( p \) of \( 1, \ldots, k \), without affecting the validity of the corollary or of that result. The functional \( \psi_\beta \) would be interpreted analogously. Taking this view, which we shall in the present section, we may interpret \( \beta \) as a \( k \)-vector.

Low-dimensional cases, such as that treated by Corollary 1, are motivated by circumstances where multiple first-derivatives are observed for a subset of variables.
It may be that one is able to observe data on \( g^\alpha \) for all \( \alpha \in A \) such that \( |\alpha| \geq \ell \) say, but not for all other values of \( \alpha \). This case is not immediately covered by Theorem 1 or Corollary 1, which can be viewed as treating the contrary setting \( |\alpha| \leq \ell \).

We shall adopt the general setting discussed in the paragraph containing (2.10), so as to stress the wide applicability of our results. Assume \( 1 \leq p \leq k \), \( 0 \leq \ell \leq k \) and \( 1 \leq p - \ell + 1 \leq k \), and suppose we have derivative information from components in \( \mathcal{P} = \{ I(1), \ldots, I(p) \} \). Let \( \beta \) and \( g^\beta \) be as at (2.10), and assume we have noisy data on \( g^\beta \) for all \( \beta \in B \) such that \( |\beta| \geq \ell \), as well as for \( \beta = 0 \). See (2.7). Then we may construct an estimator of \( g \), closely analogous to that at (2.9) and enjoying the squared-error convergence rate \( n^{-2d/(2d+q)} \), where \( q = p - \ell + 1 \). That rate is valid under the assumption that \( g \) has \( d \) bounded derivatives.

This result is a consequence of Theorem 2 below, for which we now give notation. Given \( \alpha \in A \), \( u, x \in \mathbb{R}^k \) and a function \( b \in \mathcal{B}_k \), let \( i_1, \ldots, i_{|\alpha|} \) denote the indices of the components of \( \alpha \) that equal 1. Define \( v_\alpha(u, x) \) to be the \( k \)-vector with \( u_{i_j} \) in position \( i_j \) for \( 1 \leq j \leq |\alpha| \), and \( x_j \) in position \( j \) for each \( j \) that is not among \( i_1, \ldots, i_{|\alpha|} \). Define the operator \( M_\alpha \) by

\[
(M_\alpha b)(x) = \int_0^1 \cdots \int_0^1 b(v_\alpha(u, x)) du_{i_1} \cdots du_{i_{|\alpha|}}. \tag{2.11}
\]

Consider the functional that takes \( g \) to the function of which the value at \( x \) is

\[
\int \xi_\alpha(u, x) g^\alpha(u) \, du, \tag{2.12}
\]

where \( \xi_\alpha(u, x) \) is a function of the \( 2k \) variables among the components of \( u \) and \( x \). In Appendix A.2 we shall prove the following result.

**Theorem 2.** If \( g \in \mathcal{G}_k \), \( 1 \leq p \leq k \), \( 0 \leq \ell \leq k \) and \( 1 \leq p - \ell + 1 \leq k \), then \( g \) can be expressed as a linear form in integrals of the type at (2.12), where \( |\alpha| \geq \ell \), all components of \( \alpha \) that equal 1 are indexed in \( \mathcal{P} \), and \( \sup_{u, x \in \mathbb{R}^k} |\xi_\alpha(u, x)| \leq C \), with \( C > 0 \) depending only on \( k, \ell \) and \( p \); and in integrals \( M_\beta g \), with \( \beta \in A \) and \( |\beta| \geq p - \ell + 1 \).

Our derivation of Theorem 2 will give an inductive argument for calculating the representation of \( g \) in any given case.
To appreciate how the convergence rate, given three paragraphs above, follows from Theorem 2, let us consider the case \( p = k \) for simplicity, and express \( g \) as indicated in the theorem: \( g = g_1 + g_2 \), where

\[
g_1(x) = \sum_{i=1}^{r} \int_{\mathbb{R}^k} \xi_{\alpha(i)}(u, x) g^{\alpha(i)}(u) \, du, \quad g_2(x) = \sum_{i=1}^{s} c_i (M_{\beta(i)}g)(x).
\]

Here, \( |\xi_{\alpha(i)}(u, x)| \leq \text{const.} \), the \( c_i \)'s are constants, and \( \alpha(i), \beta(i) \in A \) with \( |\alpha(i)| \geq \ell \) and \( |\beta(i)| \geq k - \ell + 1 \). Assuming for simplicity that the design points are uniformly distributed, we may construct a root-\( n \) consistent estimator of \( g_1(x) \) using the approach at (2.3):

\[
\hat{g}_1(x) = \sum_{i=1}^{r} \frac{1}{n^{\alpha(i)}} \sum_{j=1}^{n^{\alpha(i)}} Y_{\alpha(i)j} \xi_{\alpha(i)}(X_{\alpha(i)j}^* x).
\]

We may estimate \( g_2(x) \) using the method at (2.8):

\[
\hat{g}_2(x) = \sum_{i=1}^{s} \frac{c_i}{n^{\alpha_0} h^{k - |\beta(i)|}} \sum_{j=1}^{n^{\alpha_0}} Y_{\alpha_0 j} K \left( \frac{X_{\beta(i)j}^* x - x^*}{h} \right),
\]

where \( X_{\beta(i)j}^* \) and \( x^* \) denote the vectors of those \( k - |\beta(i)| \) components of \( X_{\beta(i)j} \) and \( x \), respectively, for which the corresponding components of \( \beta(i) \) are zero. Since \( k - |\beta(i)| \leq \ell - 1 \) for each \( i \), then the squared-error convergence rate of \( \hat{g}_2 \) to \( g_2 \) is \( n^{-2d/(2d+\ell-1)} \). Therefore the squared-error convergence rate of \( \hat{g} = \hat{g}_1 + \hat{g}_2 \) to \( g \) is also \( n^{-2d/(2d+\ell-1)} \), as claimed three paragraphs above.

**Example 5.** Suppose \( k = 2 \) and noisy data are available for \( g^{(1,1)} \) and \( g^{(0,0)} = g \). Use the root-\( n \) consistent estimator of \( g^{(1,1)} \) from Example 2 to write

\[
y_{(0,0)} - \hat{g}_{11} (x_1, x_2) = g(x_1, 0) + g(0, x_2) - g(0, 0) + O_p(n^{-1/2}) + \epsilon_{(0,0)}
\]

which is additively separable in \( x_1 \) and \( x_2 \) and hence estimable at one-dimensional optimal rates.

**Example 6.** Suppose \( k = 3 \) and noisy data are available for \( g^{(1,1,1)}, g^{(1,1,0)}, g^{(1,0,1)}, \)
Sample analogues of all integral expressions may be calculated without local averaging. Thus $g^{(0,1,1)}$ and $g^{(0,0,0)} = g$. Define

$$
\hat{g}_{111}(x_1, x_2, x_3) \equiv \int_0^{x_1} \int_0^{x_2} g^{(1,1,1)}(u_1, u_2, u_3) du_1 du_2 du_3 \\
= g(x_1, x_2, x_3) - g(x_1, x_2, 0) - g(x_1, 0, x_3) - g(0, x_2, x_3)
$$

+ $g(x_1, 0, 0) + g(0, x_2, 0) + g(0, 0, x_3) - g(0, 0, 0)$

$$
\hat{g}_{110}(x_1, x_2, \cdot) \equiv \int_0^{x_1} \int_0^{x_2} \int_0^{x_3} g^{(1,1,1)}(u_1, u_2, x_3) du_1 du_2 dx_3 - \int_0^{x_1} \hat{g}_{111}(x_1, x_2, x_3) dx_3 \\
= g(x_1, x_2, 0) - g(x_1, 0, 0) - g(0, x_2, 0) + g(0, 0, 0)
$$

$$
\hat{g}_{101}(x_1, \cdot, x_3) \equiv \int_0^{x_1} \int_0^{x_2} \int_0^{x_3} g^{(1,1,1)}(u_1, x_2, u_3) du_1 dx_2 du_3 - \int_0^{x_1} \hat{g}_{111}(x_1, x_2, x_3) dx_2 \\
= g(x_1, 0, x_3) - g(x_1, 0, 0) - g(0, 0, x_3) + g(0, 0, 0)
$$

$$
\hat{g}_{011}(\cdot, x_2, x_3) \equiv \int_0^{x_1} \int_0^{x_2} \int_0^{x_3} g^{(1,1,1)}(x_1, u_2, u_3) dx_1 du_2 du_3 - \int_0^{x_1} \hat{g}_{111}(x_1, x_2, x_3) dx_1 \\
= g(0, x_2, x_3) - g(0, x_2, 0) - g(0, 0, x_3) + g(0, 0, 0).
$$

Sample analogues of all integral expressions may be calculated without local averaging. Thus $\hat{g}_{111}$ and its integrals can be estimated root-$n$ consistently, as can $\hat{g}_{110}, \hat{g}_{101}$ and $\hat{g}_{011}$. Now write

$$
y^{0,0,0} - \hat{g}_{111}(x_1, x_2, x_3) - \hat{g}_{110}(x_1, x_2, \cdot) - \hat{g}_{101}(x_1, \cdot, x_3) - \hat{g}_{011}(\cdot, x_2, x_3) \\
= g(x_1, 0, 0) + g(0, x_2, 0) + g(0, 0, x_3) - 2g(0, 0, 0) + O_p(n^{-1/2}) + \epsilon_{0,0,0}
$$

which is additively separable in $x_1, x_2$ and $x_3$ and hence estimable at one-dimensional optimal rates.

**3. ESTIMATION**

**3.1. Smoothing techniques.** In section 2 we gave examples of estimators in the case where the design points $X_{\alpha_i}$ are uniformly distributed on $\mathcal{R}_k$. More generally, we should normalise the summands of our estimators, such as those at (2.3) and (2.8), using estimators of the densities of the distributions of design points. For simplicity we shall develop the case of (2.8) in this setting, noting that other cases are similar.

Suppose we observe the datasets at (2.7) for each $\beta \in B$, where the latter is the set of $p$-vectors of zeros and ones with $1 \leq p \leq k$. Note that we may also interpret $\beta$ as a $k$-vector, an element of $A$, in which each of the last $k-p$ components is zero; both interpretations will be made below.
The design points $X_{\beta i}$, which are $k$-vectors, are assumed to be distributed on $\mathcal{R}_k$ with density $f_\beta$, say. As in section 2.2, let $X_{\beta i}^{[k-p]}$ and $x^{[k-p]}$ denote the $(k-p)$-vectors consisting of the last $k-p$ components of $X_{\beta i}$ and $x$, respectively, let $K$ be a $(k-p)$-variate kernel function, let $h$ denote a bandwidth, and redefine

$$
(\hat{\psi}_\beta g^\beta)(x) = \frac{1}{n_\beta h^{k-p}} \sum_{i=1}^{n_\beta} Y_{\beta i} \chi_\beta(X_{\beta i}, x) \frac{K\left(\frac{X_{\beta i}^{[k-p]} - x^{[k-p]}}{h}\right)}{f_{\beta,-i}(X_{\beta i})},
$$

(3.1)

where $\hat{f}_{\beta,-i}$ denotes an estimator of $f_\beta$ computed from the dataset $X_{\beta,-i} = \{X_{\beta 1}, \ldots, X_{\beta n_\beta}\} \setminus \{X_{\beta i}\}$ obtained by dropping the $i$th observation. Note that $\chi_\beta(X_{\beta i}, x)$ depends on only the first $p$ components of $X_{\beta i}$ and $x$, whereas $\hat{f}_{\beta,-i}(x)$ and $f_\beta(x)$ depend nondegenerately on all $k$ components of $x$.

A degree of interest centres on the definition taken for $\hat{f}_{\beta,-i}$. We shall discuss an edge-corrected kernel method, but of course there are many other techniques that can be used, for example polynomial interpolation, or polynomial smoothing, applied to binned data.

Let $H > 0$ denote a bandwidth, and let $L_1$ represent a bounded function of a real variable $t$, supported on the interval $[-1,1]$ and satisfying $\int t^j K_1(t) \, dt = \delta_{j0}$, the Kronecker delta, for $0 \leq j \leq d_1 - 1$. (The positive integer $d_1$ may be different from the order $d$ of the kernel $K$.) Construct a $k$-variate product kernel $L$:

$$
L(u_1, \ldots, u_k) = L_1(u_1) \cdots L_1(u_k).
$$

(3.2)

The density estimator

$$
\hat{f}_{\beta,-i}(x) = \frac{1}{n_\beta - 1} \sum_{j:j \neq i} L\left(\frac{x - X_{\beta j}}{H}\right)
$$

(3.3)

does not suffer edge effects, provided $x_i \in [h, 1-h]$ for $1 \leq i \leq k$. However, if, for one or more values of $i$, $x_i$ lies outside $[h, 1-h]$; and more particularly, if $0 < x_i < h$; then edge effects may be averted by replacing $L_1(u_i)$ by $L_{\text{edge}}(u_i)$ in the definition of $L$ at (3.2). Here, $L_{\text{edge}}$ is a bounded, univariate edge kernel, supported on $[0,1]$ and satisfying $\int t^j L_{\text{edge}}(t) \, dt = \delta_{j0}$ for $0 \leq j \leq d_1 - 1$. Similarly, if $1-h < x_i < 1$ then we would replace $L_1$, applied to the $i$th component in (3.2), by an edge kernel supported on $[-1,0]$. 
With these modifications, the density estimator \( \hat{f}_{\beta,-i} \) defined at (3.3) is of \( d_1 \)th order and does not suffer edge effects in \( \mathcal{R}_k \).

Our definition of \( \hat{f}_{\beta,-i} \) ensures that the estimator at (3.1) is protected from edge effects in the first \( p \) coordinates of \( x \). However, we should modify \( K \) in the same way as we did \( L \); otherwise, \( \psi_{\beta}g^\beta \) will suffer from edge effects in the last \( k-p \) coordinates of \( x \). We shall assume this has been done, so that the \( (k-p) \)-variate kernel \( K \) is, analogously to \( L \), a product of \( k-p \) bounded, compactly supported, \( d \)th order univariate kernels that are switched to appropriate edge kernels if one or more components of \( x_{[k-p]} \) are within \( h \) of the boundary. The univariate kernels, \( K_1 \) and \( K_{\text{edge}} \), say, will each be taken to be of \( d \)th order.

Rather than employ special kernels to overcome edge effects, we may use local polynomial methods to construct \( \hat{\psi}_{\beta}g^\beta \), obtaining an estimator alternative to that at (3.1). In this approach we would run a \( (k-p) \)-variate local polynomial smoother, of degree \( d-1 \), through the data pairs

\[
(X_{[k-p]}^{\beta_i}, Y_{\beta_i}X^\beta(X_{\beta i})/\hat{f}_{\beta,-i}(X_{\beta i})), \quad 1 \leq i \leq n_\beta.
\]

This technique is also able to correct for a non-uniform joint distribution of the last \( k-p \) components, and so we could normalise the “response variable” a little differently than by dividing by \( \hat{f}_{\beta,-i}(X_{\beta i}) \), as at (3.4). However, the normalisation at (3.4) causes no problems for the local-polynomial smoother.

### 3.2. Limit theory for estimators

For the sake of simplicity we shall give theory only for edge-corrected kernel approaches to estimation. In particular, we assume \( \hat{f}_{\beta,-i} \) is constructed using the methods described in section 3.1, and that the univariate kernel \( L_1 \), and its two edge-correcting forms \( L_{\text{edge}} \), are bounded and compactly supported; and that the same is true of the univariate kernels \( K_1 \) and \( K_{\text{edge}} \) that are multiplied together to give the \( (k-p) \)-variate kernel \( K \). To this we add the assumption that

\[
K_1, K_{\text{edge}}, L_1 \text{ and } L_{\text{edge}} \text{ are Hölder-continuous as functions on the real line.}
\]

Recall that the estimator \( \hat{f}_{\beta,-i} \) is constructed using a \( d_1 \)th order kernel \( L \) and a bandwidth \( H \), and that the kernel \( K \) used in (3.1) is of order \( d \) and employs a
bandwidth $h$. Of these quantities we assume the following conditions:

\[
d > \frac{1}{2} (k + p) \quad \text{and} \quad d_1 > k,
\]

for constants $0 < C_1 < C_2 < \infty$ and $\eta > 0$, $C_1 n_\beta^{-1/(2d+k-p)} \leq h \leq C_2 n_\beta^{-1/(2d+k-p)}$ and $C_1 n_\beta^{-1/(2k)} + \eta \leq H \leq C_2 \min\{n_\beta^{-1/(2d_1)}\}$, \( (3.6) \)

$$n_\beta^{-1/(2d+k-p)} \eta$$ for all sufficiently large $n_\beta$.

Provided (3.6) holds we may choose $h$ and $H$ satisfying (3.7). We suppose too that:

$g$ is bounded, the last $k-p$ components of $g$ have $d$ continuous derivatives, and $f_\beta$ has $d_1$ bounded derivatives and is bounded away from zero on $\mathcal{R}_k$. \( (3.7) \)

We also make the following basic “structural” assumptions:

data pairs $(X_{\beta i}, Y_{\beta i})$ are generated by the model at (2.7), in which the design variables $X_{\beta i}$ are independent and identically distributed on $\mathcal{R}_k$ with density $f_\beta$, and the errors $\epsilon_{\beta i}$ are independent and identically distributed with zero mean; and the errors are independent of the design points. \( (3.8) \)

From these data, construct the estimator $\hat{\psi}_g$ defined at (3.1). Recall that $u^{[k-p]}$ denotes the $(k-p)$-vector consisting of the last $k-p$ components of the $k$-vector $u$. Let $w(u, x \mid h)$ represent the $k$-vector with $u_j$ in position $j$ for $1 \leq j \leq p$, and $x_j + h_j u_j$ in position $j$ for $p + 1 \leq j \leq k$.

**Theorem 3.** Assume $1 \leq p \leq k$, that conditions (3.5)–(3.9) hold, and that the distribution of the errors $\epsilon_{\beta i}$ has all moments finite and zero mean. Then,

\[
(\hat{\psi}_g g)(x) = \int_{\mathcal{R}_k} g\{w(u, x \mid h)\} \chi_\beta\{w(u, x \mid h), x\} K(u^{[k-p]}) \, du
\]

\[
+ \frac{1}{n_\beta} \sum_{i=1}^{n_i} \frac{\epsilon_{\beta i} \chi_\beta(X_{\beta i}, x)}{f_\beta(X_{\beta i})} h^{k-p} K\left(\frac{X_{\beta i}^{[k-p]} - x^{[k-p]}}{h}\right)
\]

\[
+ o_p\left(n_\beta^{-d/(2d+k-p)}\right),
\]

uniformly in $x \in \mathcal{R}_k$. \( (3.10) \)

We shall discuss the implications of Theorem 3 in the two main cases, $p = k$ and $p < k$. In the first setting, the contribution of the kernel $K$ to (3.10) is degenerate,
and the integral on the right-hand side is identical to \((\psi g^\beta)(x)\). (Here, \(\beta\) is a \(k\)-vector.) Therefore, when \(p = k\), (3.10) is equivalent to:

\[
(\hat{\psi} g^\beta)(x) = (\psi g^\beta)(x) + Z_{n_\beta}(x) + o_p(n_\beta^{-1/2}),
\]

(3.11)

uniformly in \(x \in \mathcal{R}_k\), where

\[
Z_{n_\beta}(x) = \frac{1}{n_\beta} \sum_{i=1}^{n_\beta} \frac{\epsilon_{\beta i} \chi_\beta(X_{\beta i}, x)}{f_\beta(X_{\beta i})}
\]

is a zero-mean stochastic process defined on \(\mathcal{R}_k\). As \(n_\beta\) increases, \(n_\beta^{1/2} Z_{n_\beta}\) converges weakly to the Gaussian process \(Z_0\), say, with zero mean and covariance function

\[
\text{cov}\{Z_0(x_1), Z_0(x_2)\} = \sigma^2_\beta \int_{\mathcal{R}_k} \chi_\beta(u, x_1) \chi_\beta(u, x_2) f_\beta(u)^{-1} du,
\]

(3.12)

where \(\sigma^2_\beta = \text{var}(\epsilon_{\beta i})\). This property and (3.11) imply that \(\hat{\psi} g^\beta\) converges uniformly to \(\psi g^\beta\) at rate \(n^{-1/2}\):

\[
\sup_{x \in \mathcal{R}_k} \left| (\hat{\psi} g^\beta)(x) - (\psi g^\beta)(x) \right| = o_p(n_\beta^{-1/2}).
\]

Next we treat the case \(p < k\). Although \(\chi_\beta(u, x)\) is discontinuous as a function of the first \(p\) components of \(u\), if \(g\) has \(d\) continuous derivatives of its last \(k - p\) components then so too does \(\chi_\beta(\cdot, x)\). See the definition of \(\chi_\alpha\) given in Appendix A.1, and recall that that definition has a minor adaptation to the case of \(\chi_\beta\). Therefore, standard Taylor-expansion methods may be used to prove that, for a continuous function \(a\),

\[
\int g\{w(u, x | h)\} \chi_\beta\{w(u, x | h), x\} K(u^{(k-p)}) du \\
= \int g\{w(u, x), x\} \chi_\beta\{w(u, x), x\} du_1 \ldots du_p + h^d a(x) + o(h^d)
\]

(3.13)

as \(h \to 0\), where \(w(u, x) = w(u, x | 0)\) is the \(k\)-vector with \(u_j\) in position \(j\) for \(1 \leq j \leq k\) and \(x_j\) in position \(j\) for \(p + 1 \leq j \leq k\). The series on the right-hand side of (3.10) is asymptotically normally distributed with zero mean and variance \((n_\beta h^{k-p})^{-1} \sigma^2_\beta \tau(x)^2 \kappa\), where

\[
\tau(x)^2 = \int \chi_\beta\{w(u, x), x\}^2 f_\beta\{w(u, x)\}^{-1} du_1 \ldots du_p,
\]
and $\kappa = \int K^2$. This result, (3.10) and (3.13) imply that, for the choice of $h$ given in (3.7), $(\hat{\psi}_\beta g^\beta)(x)$ converges to $(\psi_\beta g_\beta)(x)$ at the pointwise squared-error rate $n^{-2d/(2d+k-p)}$, as claimed in section 2.2. The uniform convergence rate is slower only by a logarithmic factor.

It is straightforward to prove that the pointwise rate is minimax optimal. Indeed, that property follows from conventional minimaxity results in nonparametric regression, on taking $g$ to be a function of which the dependence on the first $p$ coordinates is degenerate. Likewise, the uniform convergence rate can be shown to be optimal, provided we use a slightly larger bandwidth $h$, increased by a logarithmic factor relative to that asserted in (3.7).

We close by stating formally the main results discussed above.

**Corollary 3.** Assume the conditions of Theorem 3. If $p = k$ then $n_\beta^{1/2} \{\hat{\psi}_\beta g^\beta(x) - \psi_\beta g^\beta(x)\}$, viewed as a stochastic process indexed by $x \in \mathcal{R}_k$, converges weakly, as $n_\beta \to \infty$, to a zero-mean Gaussian process, $Z_0$, with covariance function given at (3.12). If $p < k$, and if $h \sim \text{const.} \cdot n^{-1/(2d+k-p)}$, then for each $x \in \mathcal{R}_k$, $n_\beta^{d/(2d+k-p)} \{\hat{\psi}_\beta g^\beta(x) - \psi_\beta g^\beta(x)\}$ is asymptotically normally distributed with finite mean and variance.

Of course, in order to construct an estimator $\hat{g}$ of $g$ we must add $\hat{\psi}_\beta g^\beta$ over all $\beta$; see (2.9). The resulting limit theory for $\hat{g}$ is the superposition of that for each $\hat{\psi}_\beta g^\beta$. However, provided the sets of design points $X_{\beta i}$ and errors $\epsilon_{\beta i}$ are independent for different $\beta$’s, properties of the superposition are readily derived from the results we have already obtained for a single $\beta$.

Indeed, under this assumption of row-wise independence, it follows directly from Corollary 3 that if, for a sequence of integers $n$ diverging to infinity, $n_\beta/n$ converges to a strictly positive constant $c_\beta$ for each $\beta \in B$, then (a) if $p = k$, $n^{1/2}(\hat{g} - g)$ converges weakly to a zero-mean Gaussian process defined on $\mathcal{R}_k$, and (b) if $p < k$ then for each $x \in \mathcal{R}_k$, $n^{d/(2d+k-p)} \{\hat{g}(x) - g(x)\}$ is asymptotically normally distributed with finite mean and variance.

Correlation among residuals in different equations can also be accommodated.
Let $B = \{\beta_1, \ldots, \beta_s\}$. Suppose $(X_i, Y_{\beta_1 i}, \ldots, Y_{\beta_s i})_{i=1,\ldots,n}$ are independent and identically distributed where $Y_{\beta_j i} = g_{\beta_j}(X_i) + \epsilon_{\beta_j i}, j = 1, \ldots, s$ and $\sigma_{jj'} = \text{cov}(\epsilon_{\beta_j i}, \epsilon_{\beta_{j'} i})$.

Let $f(x)$ denote the design density of the $X_i$ which are distributed independently of the residuals. Then conclusions (a) and (b) of the previous paragraph continue to hold with the covariance function of the limiting Gaussian process in (a), say $Z_0$, given by

$$\text{cov} \{ Z_0(x_1), Z_0(x_2) \} = \sum_{jj'} \sigma_{jj'} \int_{\mathbb{R}^k} \chi_{\beta_j}(u, x_1) \chi_{\beta_{j'}}(u, x_2) f(u)^{-1} du.$$ 

4. NUMERICAL RESULTS

4.1. Simulation of cost function and input factor estimation. We return to the cost function estimation problem discussed in section 1. Since doubling of input prices at a given level of output doubles costs, the cost function is homogeneous of degree one in input prices. Thus we may write average costs, that is costs per unit of output $Q$, as $AC = rg(Q, w/r)$, where $r$ and $w$ are the prices of capital and labor, respectively. Applying Shephard’s Lemma yields the average labor function, $AL = \partial AC/\partial w = \partial g(Q, w/r)/\partial(w/r)$. If noisy data are available for AC and AL, then this application is analogous to Example 3 above except that the nonparametric function $g$ is multiplied by $r$, a feature which arises from the degree-one homogeneity of cost functions in their factor prices.

We calibrate our simulations using the Cobb-Douglas production function, $Q = cK^{c_1}L^{c_2}$ (see e.g., Varian 1992). The data generating mechanism for average costs is

$$y_{(0,0)} = AC + \epsilon_{(0,0)} = r \tilde{c} Q^{\frac{1-c_1-c_2}{c_1+c_2}} \left( \frac{w}{r} \right)^{\frac{c_2}{c_1+c_2}} + \epsilon_{(0,0)} \quad (4.1)$$

where $\tilde{c} = \left( (c_1/c_2)^{c_2/(c_1+c_2)} + (c_1/c_2)^{-c_1/(c_1+c_2)} \right)^{\frac{1}{c_1+c_2}}$. For average labour we use

$$y_{(0,1)} = AL + \epsilon_{(0,1)} = \frac{c_2}{c_1 + c_2} \tilde{c} Q^{\frac{1-c_1-c_2}{c_1+c_2}} \left( \frac{w}{r} \right)^{\frac{c_2}{c_1+c_2}} + \epsilon_{(0,1)} \quad (4.2)$$

In the simulations below we set $c_1 = .8, c_2 = .7$. Data for $Q$ and for the ratio of factor prices $w/r$ are generated from independent uniform distributions on $[.5, 1.5]$. 


We assume $\epsilon_{(0,0)}$ and $\epsilon_{(0,1)}$ are normal residuals with zero means, standard deviations .35, and correlation $\rho$ set to 0.0, 0.4 or 0.9. The $R^2$ is approximately .75 for the AC equation and .15 for the AL equation. Our reference estimator of average costs consists of applying bivariate kernel smoothing to the triples $(y_{(0,0)}/r, Q, w/r)$ to obtain $\hat{g}(Q, w/r)$, which is then multiplied by $r$.

To incorporate the labour data, define:

$$\hat{g}_a(r, Q, w/r) = r \frac{1}{nh} \sum_{|Q_j - Q| \leq h/2 \land w_j/r_j \leq w/r} Y_{(0,1)j}, \quad (4.3)$$

$$\hat{g}_b(r, Q, \cdot) = r \frac{1}{nh} \sum_{|Q_j - Q| \leq h/2} \frac{Y_{(0,0)j} - \hat{g}_a(r_j, Q_j, w_j/r_j)}{r_j}. \quad (4.4)$$

Then $\hat{AC} = \hat{g}_a + \hat{g}_b$. Table 1 summarizes our results for various sample sizes $n$ and residual correlations. There we report the mean squared errors of this estimator relative to the bivariate kernel estimator described above. There are substantial efficiency gains, which increase with sample size, as would be expected given the faster convergence rates of derivative-based estimators.

4.2. Estimating costs of electricity distribution. To further illustrate the procedure, we use data on 81 electricity distributors in Ontario. (For additional details, see Yatchew 2003.) We have data on output, $Q$, which is the number of customers served and which varies from about 500 to over 200,000. Average labour, AL, equals the number of employees divided by $Q$. In addition we have data on hourly wages, $w$, and the cost of capital, $r$.

Figure 1 illustrates the estimated average cost function using only AC data and a bivariate loess smoother available in S-Plus. Next we use both the AC and AL data and apply equations (4.3) and (4.4), suitably modified for the non-uniform distribution of $w/r$. Figure 2 illustrates the resulting estimate.

APPENDICES: TECHNICAL ARGUMENTS

A.1. Proof of Theorem 1. It is readily seen that when $k = 1$,

$$g(x) = \sum_{j=0}^{1} \int_{0}^{1} \chi_j(u, x) g^{(j)}(u) \, du,$$  \quad (A.1)
where \( \chi_0(u, x) \equiv 1, \chi_1(u, x) \equiv u - 1 + I(u \leq x), I(u \leq x) = 1 \) if \( u \leq x \) and equals 0 otherwise, and \( g^{(j)}(x) = (\partial/\partial x)^j g(x) \). Repeating the identity (A.1) for each component of a function \( g \) of \( k \geq 1 \) variables, we deduce that Theorem 1 holds with \( \psi_\alpha \) defined by \( (\psi_\alpha g)(x) = \int_{\mathbb{R}_k} \chi_\alpha(u, x) g(u) \, du \), where

\[
\chi_\alpha(u_1, \ldots, u_k, x_1, \ldots, x_k) = \prod_{j=1}^{k} \chi_{\alpha_j}(u_j, x_j)
\]

and \( \alpha = (\alpha_1, \ldots, \alpha_k) \). Note particularly that \(|\chi_\alpha| \leq 1\), and so \( \psi_\alpha \in K(1) \), where \( K(C) \) is as defined in section 2.1.

A.2. Proof of Theorem 2. In proving the theorem we may assume that \( P = \{1, \ldots, k\} \), since the contrary case can be treated by fixing components of which the index does not lie in \( P \). In the notation at (2.11), define

\[
(N_\alpha b)(x) = \int_{0}^{x_1} \cdots \int_{0}^{x_{|\alpha|}} b(v_\alpha(u, x)) \, du_{i_1} \cdots du_{i_{|\alpha|}}.
\]

Given \( \alpha \in A \), let \( A(\alpha) \) denote the set of vectors \( \beta = (\beta_1, \ldots, \beta_k) \in A \) for which each index \( j \) with \( \beta_j = 1 \) is also an index with \( \alpha_j = 1 \). Put \( \alpha_0 = (0, \ldots, 0) \) and \( A_1(\alpha) = A(\alpha) \setminus \{\alpha_0\} \). We shall prove shortly that for all \( \alpha \in A \) and \( b \in B_k \),

\[
\sum_{\beta \in A(\alpha)} (-1)^{|\beta|} M_\beta N_\alpha b^\alpha = \sum_{\beta \in A(\alpha)} (-1)^{|\beta|} M_\beta b,
\]

(A.2)

or equivalently,

\[
b = \sum_{\beta \in A(\alpha)} (-1)^{|\beta|} M_\beta N_\alpha b^\alpha - \sum_{\beta \in A_1(\alpha)} (-1)^{|\beta|} M_\beta b.
\]

(A.3)

Substituting \( b = g \) and \( \alpha = (1, \ldots, 1) \) in (A.3) we obtain:

\[
g = \sum_{\beta \in A} (-1)^{|\beta|} M_\beta N_\alpha g^\alpha - \sum_{\beta \in A_1(\alpha)} (-1)^{|\beta|} M_\beta g,
\]

(A.4)

where \( A_1 = A_1(1, \ldots, 1) = A \setminus \{\alpha_0\} \). The first series on the right-hand side is a linear expression in integrals of the form at (2.12). If \(|\beta| \geq k - \ell + 1\) then \( M_\beta g \) is also of the form claimed in the theorem. It remains only to treat terms \( M_\beta g \) with
\(|\beta| \leq k - \ell\), which we do using an iterative argument. (Note that, since \(\beta \in A_1(\alpha)\), then \(|\beta| \geq 1\), and so we have already finished if \(\ell = k\).)

Write \(S(\beta)\) for the set of indices \(i\) such that \(\beta_i = 1\), and define \(\alpha^1 = \alpha^1(\beta) \in A\) by \(S(\alpha_1) = S(\alpha) \setminus S(\beta)\). Apply (A.3) again, this time with \(\alpha = \alpha^1\) and \(b = M_\beta g\), obtaining:

\[
M_\beta g = \sum_{\beta^1 \in A(\alpha^1)} (-1)^{|\beta^1|} M_{\beta^1} N_{\alpha^1} (M_{\beta^1} g)^{\alpha^1} - \sum_{\beta^1 \in A_1(\alpha^1)} (-1)^{|\beta^1|} M_{\beta^1} M_\beta g.\]

By definition of \(\alpha^1\), \((M_\beta g)^{\alpha^1} = (M_\beta (g^{\alpha^1})\), and so \(N_{\alpha^1} (M_\beta g)^{\alpha^1} = (N_{\alpha^1} M_\beta)(g^{\alpha^1})\), which is a \(k\)-fold integral of \(g^{\alpha^1}\), where \(|\alpha^1| = k - |\beta| \geq k - (k - \ell) = \ell\). Also, \(M_{\beta^1} M_\beta = M_{\beta^1} M_{\beta^2} g\), where \(\beta^2 \in A\) and \(|\beta^2| \geq 2\). (The superscript 2 is an index, not an exponent.) If \(|\beta^2| \geq k - \ell + 1\), we are done; if \(|\beta^2| \leq k - \ell\), we continue the process of iteration.

Finally we derive (A.2). Again it suffices to treat the case \(\alpha = (1, \ldots, 1)\), since other contexts may be addressed by fixing components \(x_j\) for \(j\) such that \(\alpha_j = 0\). In the case \(\alpha = (1, \ldots, 1)\),

\[
(N_\alpha b^\alpha)(x) = \int_0^{x_1} \cdots \int_0^{x_k} b_{(1, \ldots, 1)}(u_1, \ldots, u_k) \, du_1 \cdots du_k = \sum_{\gamma \in A} (-1)^{|\gamma|} b\{v_\gamma(0, x)\},
\]

whence

\[
\sum_{\beta \in A} (-1)^{|\beta|} (M_\beta N_\alpha b^\alpha)(x) = \sum_{\gamma \in A} (-1)^{|\gamma|} \sum_{\beta \in A} (-1)^{|\beta|} [M_\beta b\{v_\gamma(0, \cdot)\}](x). \tag{A.5}
\]

If \(\gamma_k = 1\) and \(\beta = (\beta_1, \ldots, \beta_k) \in A\) then, if we switch \(\beta_i\) from 0 to 1, we do not alter the value of \([M_\beta b\{v_\gamma(0, \cdot)\}](x)\). Therefore, by virtue of the factor \((-1)^{|\beta|}\) below,

\[
\sum_{\beta \in A} (-1)^{|\beta|} [M_\beta b\{v_\gamma(0, \cdot)\}] \equiv 0
\]

unless \(\gamma = \alpha_0\). However, \(v_{\alpha_0}(0, u) = u\), and so by (A.5),

\[
\sum_{\beta \in A} (-1)^{|\beta|} (M_\beta N_\alpha b^\alpha)(x) = \sum_{\beta \in A} (-1)^{|\beta|} (M_\beta b)(x),
\]

which, in the case \(\alpha = (1, \ldots, 1)\), is equivalent to (A.2).
A.3. Proof of Theorem 3. The estimators \( \hat{f}_{\beta, -i} \) have biases and variances that are uniformly of orders \( H^{d_1} \) and \( (n_\beta H^k)^{-1} \), respectively, and in particular,

\[
\sup_{x \in R_p, 1 \leq i \leq n_\beta} |E\{\hat{f}_{\beta, -i}(x)\} - f(x)| = O(H^{d_1}). \tag{A.6}
\]

Arguments based on Markov’s inequality show that for each \( c, C > 0 \),

\[
\sup_{x \in R_p, 1 \leq i \leq n_\beta} P\left\{ \left| \hat{f}_{\beta, -i}(x) - E\hat{f}_{\beta, -i}(x) \right| > \left( \frac{c^{-1}}{H^{-k}} \right)^{1/2} \right\} = O(n_\beta^{-C}). \tag{A.7}
\]

The Hölder continuity assumed of \( L \) may be used to prove that if \( C_1 > 0 \) is chosen sufficiently large, then for all \( C_2 > 0 \),

\[
E\left\{ \sup_{|x_1 - x_2| \leq n_\beta^{C_1}, 1 \leq i \leq n_\beta} |\hat{f}_{\beta, -i}(x_1) - \hat{f}_{\beta, -i}(x_2)|^{C_2} \right\} = O(n_\beta^{-C_2}).
\]

Therefore, by Markov’s inequality again, and for each \( c, C > 0 \),

\[
P\left\{ \sup_{|x_1 - x_2| \leq n_\beta^{C_1}, 1 \leq i \leq n_\beta} \left| \hat{f}_{\beta, -i}(x_1) - \hat{f}_{\beta, -i}(x_2) \right| > n^{c-1} \right\} = O(n_\beta^{-C}). \tag{A.8}
\]

Applying (A.7) on a lattice of values \( x \in R_p \) of edge width \( n_\beta^{-C_1} \), and using (A.8) to bound \( |\hat{f}_{\beta, -i}(x_1) - \hat{f}_{\beta, -i}(x_2)| \) when \( x_1 \) is off the lattice and \( x_2 \) is the nearest grid point to \( x_1 \), we may prove that for each \( c, C > 0 \),

\[
P\left\{ \sup_{x \in R_p, 1 \leq i \leq n_\beta} \left| \hat{f}_{\beta, -i}(x) - E\hat{f}_{\beta, -i}(x) \right| \left( \frac{1}{H^{-k}} \right)^{1/2} \right\} = O(n_\beta^{-C}). \tag{A.9}
\]

Below we shall refer to this as the “lattice argument”; it employs the Hölder-continuity condition (3.5).

Taylor-expanding \( \hat{f}_{\beta, -i}^{-1} \) as \( \hat{f}_{\beta, -i}^{-1} = f_{\beta}^{-1} - (\hat{f}_{\beta, -i} - f_{\beta}) f_{\beta}^2 + \ldots \), we may show that

\[
\hat{f}_{\beta, -i}(X_{\beta i})^{-1} - f_{\beta}(X_{\beta i})^{-1} = \frac{\hat{f}_{\beta, -i}(X_{\beta i}) - f_{\beta}(X_{\beta i})}{f_{\beta}(X_{\beta i})^2} + \Delta_{\beta i}, \tag{A.10}
\]

where, by (A.6) and (A.9), we have for each \( c > 0 \),

\[
\max_{1 \leq i \leq n_\beta} |\Delta_{\beta i}| = O_p(n_\beta^{c-1} H^{-k} + H^{d_1}). \tag{A.11}
\]
Substituting (A.10) into the definition (3.1) of the estimator \( \hat{\psi g}^d \) we deduce that

\[
(\hat{\psi g}^d)(x) = S_1(x) - S_2(x) - S_3(x) - S_4(x) + S_5(x),
\]

where

\[
S_1(x) = \frac{1}{n_\beta} \sum_{i=1}^{n_\beta} \frac{Y_{\beta i} \chi_\beta(X_{\beta i}, x)}{f_\beta(X_{\beta i})} K_{\beta i}(x),
\]

\[
S_2(x) = \frac{1}{n_\beta} \sum_{i=1}^{n_\beta} \frac{g(X_{\beta i}) \chi_\beta(X_{\beta i}, x) \{\hat{\beta}_{\beta,-i}(X_{\beta i}) - \kappa_\beta(X_{\beta i})\}}{f_\beta(X_{\beta i})^2} K_{\beta i}(x),
\]

\[
S_3(x) = \frac{1}{n_\beta} \sum_{i=1}^{n_\beta} \frac{\epsilon_{\beta i} \chi_\beta(X_{\beta i}, x) \{\hat{\beta}_{\beta,-i}(X_{\beta i}) - \kappa_\beta(X_{\beta i})\}}{f_\beta(X_{\beta i})^2} K_{\beta i}(x),
\]

\[
S_4(x) = \frac{1}{n_\beta} \sum_{i=1}^{n_\beta} \frac{Y_{\beta i} \chi_\beta(X_{\beta i}, x) \{\kappa_\beta(X_{\beta i}) - f_\beta(X_{\beta i})\}}{f_\beta(X_{\beta i})^2} K_{\beta i}(x),
\]

\[
S_5(x) = \frac{1}{n_\beta} \sum_{i=1}^{n_\beta} Y_{\beta i} \chi_\beta(X_{\beta i}, x) \Delta_{\beta i} K_{\beta i}(x),
\]

\[K_{\beta i}(x) = h^{-(k-p)} K\{(X_{\beta i}^{[k-p]} - x^{[k-p]})/h\} \text{ and } \kappa_\beta(x) = E\{\hat{\beta}_{\beta,-i}(x)\}.
\]

Noting that the errors \( \epsilon_{\beta i} \) are independent of the design points \( X_{\beta i} \) it may be shown, using moment methods, that, for \( \ell = 3 \),

\[
\sum_{x \in \mathcal{R}_k} |S_\ell(x)| = o_p(n_\beta^{-1/2}).
\]  

Property (3.7) implies that the bias of \( \hat{\beta}_{\beta i} \) is of order \( H^{d_1} = O(n_\beta^{-(1/2)-\eta}) \) for some \( \eta > 0 \), whence it may be proved that (A.13) holds with \( \ell = 4 \). Result (A.11), and the property \( n_\beta^{-1} H^{2k} + H^{2d_1} = O(n_\beta^{-(1/2)-\eta}) \) for some \( c, \eta > 0 \), which follows from (3.7), imply (A.13) with \( \ell = 5 \). The lattice argument is used in the cases \( \ell = 3, 4, 5 \).

Next we develop approximations to \( S_2(x) \). Note that, defining \( a(v, x) = H^{-k} L\{(x - v)/H\} \), we have:

\[
\hat{\beta}_{\beta,-i}(x) = \frac{1}{n_\beta - 1} \sum_{j: j \neq i} a(X_{\beta j}, x).
\]

Given \( 1 \leq i, j \leq n_\beta \) with \( i \neq j \), define

\[
A(u, v, x) = \frac{g(u) \chi_\beta(u, x) \{a(v, u) - \kappa_\beta(u)\}}{f_\beta(u)^2 h^{k-p}} K\left(\frac{u^{[k-p]} - x^{[k-p]}}{h}\right).
\]
We shall construct a $U$ statistic-type projection of $A(X_{\beta_1}, X_{\beta_2}, x)$, using $D_1(v, x) = E\{A(X_{\beta_1}, v, x)\}$, $D_2(u, x) = E\{A(u, X_{\beta_2}, x)\}$ and $D_3(x) = E\{A(X_{\beta_2}, X_{\beta_1}, x)\}$. However, $D_2 \equiv 0$, and therefore $D_3 \equiv 0$, whence $S_2 = T_1 + T_2$, where

$$T_1(x) = \frac{1}{n_\beta} \sum_{i=1}^{n_\beta} D_1(X_{\beta_i}, x).$$

$$T_2(x) = \frac{1}{n_\beta (n_\beta - 1)} \sum_{i=1}^{n_\beta} \sum_{j: j \neq i} \{A(X_{\beta_i}, X_{\beta_j}, x) - D_1(X_{\beta_j}, x)\}.$$

Now, $D_1(v, x) = D_3(v, x) - E\{D_3(X_{\beta_2}, x)\}$, where

$$D_3(v, x) = E\left[\frac{g(X_{\beta_1}) \chi_\beta(X_{\beta_1}, x) a(v, X_{\beta_1})}{f_\beta(X_{\beta_1})^2} \frac{X_{\beta_1}^{[k-p]} - x^{[k-p]}}{h} K\left(\frac{X_{\beta_1}^{[k-p]} - x^{[k-p]}}{h}\right) L\left(\frac{X_{\beta_1} - v}{H}\right)\right].$$

Put $\xi(v, x) = g(v) \chi_\beta(v, x) f_\beta(v)^{-1}$. Then, with the $O(n_\beta^{-\eta})$ remainders below being of that form uniformly in $v, x \in R_k$, for some $\eta > 0$, we have:

$$D_3(v, x) = \frac{\xi(v, x) f(v)^{-1} + O(n_\beta^{-\eta})}{h^{k-p} H^k} \int K\left(\frac{g^{[k-p]} - x^{[k-p]}}{h} + H h^{-1} w^{[k-p]}\right) L(w) \, dw.$$

Noting that, by (3.7), $H h^{-1} = O(n_\beta^{-\eta})$ for some $\eta > 0$, and using the lattice argument, it can be proved from (A.14) that, uniformly in $x \in R_k$,

$$T_1(x) = \frac{1}{n_\beta} \sum_{i=1}^{n_\beta} (1 - E) \frac{\xi(X_{\beta_i}, x)}{h^{k-p}} K\left(\frac{X_{\beta_i}^{[k-p]} - x^{[k-p]}}{h}\right) + o_p\{(n_\beta h^{k-p})^{-1/2}\},$$

(A.15)

where $E$ denotes the expectation operator. More simply, moment methods and the lattice argument show that $T_2(x) = o_p\{(n_\beta h^{k-p})^{-1/2}\}$ uniformly in $x$. This result and (A.15) imply that, uniformly in $x \in R_k$,

$$S_2(x) = \frac{1}{n_\beta} \sum_{i=1}^{n_\beta} (1 - E) \frac{\xi(X_{\beta_i}, x)}{h^{k-p}} K\left(\frac{X_{\beta_i}^{[k-p]} - x^{[k-p]}}{h}\right) + o_p\{(n_\beta h^{k-p})^{-1/2}\}.$$

(A.16)
Combining (A.12), (A.13) for $\ell = 3, 4, 5$, and (A.16), we find that, uniformly in $x \in \mathcal{R}_k$,
\begin{align*}
(\hat{\psi}_\beta g^\beta)(x) &= S_1(x) - S_2(x) + o_p\{(n_\beta h^{k-p})^{-1/2}\} \\
&= \frac{1}{n_\beta} \sum_{i=1}^{n_\beta} \epsilon_{\beta i} \frac{X_{\beta i}(x)}{f_\beta(X_{\beta i}) h^{k-p}} K\left(\frac{X_{\beta i}^{[k-p]} - x^{[k-p]}}{h}\right) + E\{S_1(x)\} \\
&+ o_p\{(n_\beta h^{k-p})^{-1/2}\}.
\end{align*}
(Note that $S_2(x)$ cancels, up to terms of order $o_p\{(n_\beta h^{k-p})^{-1/2}\}$, with $S_1(x) - E\{S_1(x)\}$, except for the part of the latter that involves the errors $\epsilon_{\beta i}$.) Result (3.10) follows directly from (A.17).
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<table>
<thead>
<tr>
<th>$n$</th>
<th>$\rho = 0.0$</th>
<th>$\rho = 0.4$</th>
<th>$\rho = 0.9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.384</td>
<td>0.384</td>
<td>0.374</td>
</tr>
<tr>
<td>200</td>
<td>0.277</td>
<td>0.274</td>
<td>0.272</td>
</tr>
<tr>
<td>500</td>
<td>0.233</td>
<td>0.230</td>
<td>0.228</td>
</tr>
<tr>
<td>1000</td>
<td>0.185</td>
<td>0.187</td>
<td>0.186</td>
</tr>
</tbody>
</table>

TABLE 1. MSE’s of Derivative-Based AC Estimator Relative to Bivariate Kernel Smoothing
Figure 1: Function Estimate Using Data on Function Only

Figure 2: Function Estimate Using Data on Function and Partial Derivative