Final Examination

STA 711: Probability & Measure Theory
Sunday, 2016 Dec 18, 2:00 — 5:00 pm

This is a closed-book exam. You may use a sheet of prepared
notes, if you wish, but you may not share materials.

If a question seems ambiguous or confusing, please ask me to
clarify it. Unless a problem states otherwise, you must show
your work. There are blank worksheets at the end of the test
if you need more room for this, and also a pdf/pmf sheet.

It is to your advantage to write your solutions as clearly as
possible, and to answers [ might not find.

For full credit, answers must be given in closed form with
no unevaluated sums, integrals, maxima, unreduced fractions.
Wherever, possible simplify.

Good luck.
1. /201 5. /20
2. /20| 6. /20
3. /207. /20
4. /20 8. /20
/80 /80
Total: /160

Print Name:




STA 711: Prob & Meas Theory

Problem 1:  Let A be a collection of subsets of a nonempty set (2 such
that

(i) Qe A
(ii) A Be A= A\B:=ANnB°ec A

a) (8) Prove that A is a field.

b) (8) Let Q ={a,b,c,d} andlet B={B C Q: #(B) is even}, the sets
with 0, 2, or 4 elements. Show that B is a A-system.

c) (4) Is B afield? O Yes (O No Why?

Fall 2016 1 Dec 18: 2 — 5pm



STA 711: Prob & Meas Theory

Problem 2: For 0 < p < 1let {X;: i € N} * Ge(p) be iid with the
geometric probability distribution with probability mass function (pmf)

P[Xz:k]:qua kENO:{Ov]-va}v q:(]'_p>

a) (8) Find! the pmf for Y, := maxj<;<, X;:

b) (8) Find? the pmf for Z, := min;<;<, X;:

c) (4) Find the chf (Characteristic Function) for S, := >, .. X

!Suggestion: Find the CDFs for X; and then for Y,, first.
What’s the probability P[Z,, > z] for z € Ny? How about P[Z,, > z + 1]?
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STA 711: Prob & Meas Theory

Problem 3:  The random variables {X;} are all independent and all sat-
isfy E[X;*] < 1.0, but they may have different distributions. Let S, :=
>, X; be their partial sum.

a) (8) Does it follow without any further assumptions that S, /n converges
almost surely? (O Yes (O No Give a proof or counter-example.

b) (8) If in addition we know X,, — 0 in probability, for which (if any)
0 < p < oo does it follow that X,, — 0 in L,? Why?

c¢) (4) Give the best bound you can: (+1xc for showing it’s best possible)
PlX, >2] <
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STA 711: Prob & Meas Theory

Problem 4: Let Q@ = R, = [0,00) be the positive half-line, with Borel
sets F = B(R;) and probability measure P given on Q by P(dw) = e dw
or, equivalently,

Pl(a,b]] =™ —e® 0<a<b<oo.
For each n € N:={1,2,---} define a random variable on (2, F,P) by

0 fw<n
1 ifw>n

Xn(w) = 1 x0)(w) = {

a) (4) Find the mean m, = E[X,] for each n € N and the covariance
Yomn = E[(Xm —mp ) (X, — mn)] for each m <n e N:

my = Emn -

b) (4) Give the probability distribution measure p(-) for the random
variable Y (w) := /w:
u(B) =
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STA 711: Prob & Meas Theory

Problem 4 (cont’d): As before, 2 =R, F = B(R;), P(dw) = ¢ dw, and
Xn(w) := 1 00)(w) for n € N:

c¢) (4) For each fixed n € N give the o-algebra G,, := o(X,,) explicitly:

2

d) (4) Does the g-algebra G := o(X7, X», ...) generated by all the X,’s
contain all the Borel sets in R, 7 (O Yes (O No
If so, say why; if not, find a Borel set B € F that is not in G.

e) (4) Are X; and X, independent? ) Yes (O No Justify your answer.
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STA 711: Prob & Meas Theory

Problem 5:  As in Problem 4, Q = R, F = B(R;), P(dw) = ¢ ¥ dw,
and X, (w) := 1j, 0)(w) for n € N.

a) (4) Prove that the partial sums S, := 7_, X converge almost surely
as n — 00 to some limiting random variable S := Z;’;l X;.

b) (4) Do the partial sums S, := X; + - -+ X, converge to S in L; as
n —o00? () Yes (O No Justify your answer.

¢) (4) Give the name® and the mean of the probability distribution of
the limit S =277, Xj.

d) (8) For n € N set F, := o{Xy,---,X,}, the o-algebra generated by
the first n of the Xj’s. Find the indicated conditional expectations:
E[Xy | o] = E[S | Fo] =

3Remember, there’s a list of distributions with names and means at the back of this
exam. Exactly what must w be to make S =07 S =27 § =£k7?
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STA 711: Prob & Meas Theory

Problem 6:  Let {X,};<j<3 be independent random variables on (2, 7, P)
representing the outcomes on three independent fair 6-sided dice.

a) (6) Isis possible to find iid Xy, X5, X3 each uniform on {1,2,3,4,5,6}
on the space (Q, F,P) with Q = {a,b,¢,d,e, f} and P(A) = (#A4)/6 on
the power set F = 2?7 (O Yes (O No. If so, give a possible version of
X1 :Q — R (+1xc for all three, X;, X5, X3); if not, why?

b) (6) Isis possible to find iid X;, X, X3 each uniform on {1,2,3,4,5,6}
on the space (2, F,P) with Q = (0,1] and P = dw Lebesgue measure on
the Borel sets F = B? (O Yes (O No. If so, give a possible version of
X1 :Q — R (+1xc for all three, X;, X5, X3); if not, why?

(8) Set Y :=X; + X, and Z := X, + X3. Find*:

c)
| 2] =

E[Y

1Suggestion: First find E[X | X2, X3] and E[X, | Z := X5 + X3].
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STA 711: Prob & Meas Theory

Problem 7: The random variables X and Y have a distribution gener-
ated by the following mechanism: A fair coin is tossed. If it falls Heads, then
X =Y =0;if it falls Tails, then X and Y are drawn independently from the
standard normal No(0,1) distribution with CDF ®(z) := [*_e~*"/2dt//2r.

a) (4) Are X and Y independent? () Yes (O No Why?

b) (4) Set Z :=3X +4Y . If the coin falls Tails (in which case X,Y s
No(0,1)), find the conditional CDF for Z (you may use ®(-) in your expres-
sion):

P[Z < z | Tails] =

¢) (6) Now find the unconditional CDF for Z := 3X +4Y:

.

PlZ <:z] =

\
and sketch a very very rough plot of it:
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STA 711: Prob & Meas Theory

Problem 7 (cont’d): Still Z :=3X +4Y.

d) (6) Let G := o(Z) be the o-algebra generated by Z. Find the condi-
tional expectation of X, given G = o(Z):®

E[X | 6] =

°If random variables X, Z have a Gaussian joint distribution, then E[X | Z] = a + bZ
is always a linear function of Z, for some coefficients a,b € R.
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STA 711: Prob & Meas Theory

Problem 8:  Let {X,, > 0} and X > 0 be positive random variables with
X,, = X a.s. Choose True or False below; no need to explain (unless you
can’t resist). Each is 2pt.

a) TF log(X,)— log(X) in probability.

b) TF X, — X in Ly if each E[|X,,]’] < 7.

¢) TF log(X,)—log(X)in L, if each E[|X,,|?] < 7.

d TF (inkan Xk) — X a.s. as n — 0.

e) TF limsup,_ . E[log(l1+ X,)] < E[log(1l+ X)].

f) TF exp(iX?) — exp(iX?)in L.

g) TF X e€Lyif for some ¢t > 0, E[fexp(t- X)] < 0.

h) TF X € L,if, for some t <0, Efexp(t- X)] < oc.

i) TF exp(l/X,) = exp(1/X) in distribution.

i) TF (Ve>0) >, P[|X,—X]|>¢€] <oo.
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STA 711: Prob & Meas Theory

Blank Worksheet
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STA 711: Prob & Meas Theory

Another Blank Worksheet
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Name

Beta

Binomial

Exponential

Gamma

Geometric

HyperGeo.

Logistic

Log Normal

Neg. Binom.

Normal

Pareto

Poisson

Snedecor F

Student t

Uniform

Weibull

Notation

Be(a, )

/(@) = mate (1 -2
f@) = ()pe"
fla)=xe™

Flo) = F)\‘;)xafl oo
f(@)=pq*

fly)=pg

(o) = Slleze)

/(@) = 35 emmp

flz) = ﬁe—(logx—uwzaz
fla) = ("o hpeg®

fly)= () g’

flz) = \/2;76—(93—@2/202

fa) = (a/e)(1+x/e)

fl@) = e
_ (AT ) /vy 2
f@) ="t
vy -2 _"1';"2
xT2 [1—}—5—31‘}
F(x) = ot [L + 2 /u] 42
2
fla) =54

Range Mean p Variance o?
ve(0.1) gy Gy
ze€l0,---,n np npq (¢ =
r € Ry /A 1/)\2
r €Ry af\ a/\?
v € Ly a/p q/p° (=
ye{l,..} 1/p a/p° (y=a+1)
z€0,---,n nP nP(l—P)%:’iL (P =
reR 1 232 /3
r € Ry ehta? /2 e2nto’ (e"z 1)
x €Ly aq/p aq/p? (¢=
yefa,..} afp aq/p’
reR 7 o?
reRy a1 (affzzo(éafz)*
ye(eo0) 247 oy W=z+e)
T € Ly A
reR, () ar®
reR 0* v/(v—2)*
ve(ab) ot S
v €Ry F(;%—l) F(1+2/a2;/rj(1+1/a)




