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cohomology



cohomology in a nutshell

• two matrices A ∈ Rm×n, B ∈ Rn×p satisfying

AB = 0

• equivalently
im(B) ⊆ ker(A)

• cohomology group with respect to A and B is quotient
vector space

ker(A)/ im(B)

• cocycles: elements of ker(A)

• coboundaries: elements of im(B)

• cohomology classes: elements of ker(A)/ im(B)



Hodge theory in a nutshell
• using basic linear algebra, may show

ker(A)/ im(B) ∼= ker(A∗A + BB∗)

• i.e., cohomology classes are harmonic forms, solutions of

(A∗A + BB∗)x = 0

• Hodge Laplacian: A∗A + BB∗ ∈ Rn×n

• Hodge decomposition:

Rn =

ker(B∗)︷ ︸︸ ︷
im(A∗)⊕ ker(A∗A + BB∗)⊕ im(B)︸ ︷︷ ︸

ker(A)

⊕ = orthogonal direct sum



most important example for us

A = curl, B = grad, B∗ = −div

• then
A∗A + BB∗ = curl∗ curl−grad div =: ∆1

• note that
AB = curl grad = 0

and that
div = −grad∗

• formal definitions later



beautiful mind cohomology

V = {F : R3 \ X → R3 : ∇× F = 0}; W = {F = ∇g};
dim(V/W ) =?


MITclassroom.mov
Media File (video/quicktime)



two main uses of cohomology

obstruction: quantifies obstruction from local to global
• nonexistence of Penrose tribar
• local rankings to global rankings of movies

moduli: describe a collection of mathematical objects
• parameterize line bundles on algebraic variety
• parameterize cryo-EM data sets: do two data

sets give same reconstruction?



rank aggregation



global ranking



rank aggregation
• many voters, each rated a few items, want global ranking
• averaging over scores doesn’t work: one movie receives

single 5I, another receives 10,000 5I and one 4I

• should be invariant under monotone transformation:
1I, . . . , 5I −→ 0I, . . . , 4I

• basic unit of ranking: pairwise ranking
• Netflix user-product rating matrix

zij = i th user’s rating for j th movie,

Z ∈ R480,189×17,770 has 98.82% missing values
• average over pairwise rankings instead

yij = how much i th movie is preferred over j th movie,

Y ∈ R17,770×17,770 has 0.22% missing values



averaging over pairwise rankings

classical problem in statistics

linear model: average score difference between i and j

yij =

∑
h(zhj − zhi)

#{h : zhi , zhj exist}

invariant under translation
log-linear model: log average score ratio of positive scores

yij =

∑
h(log zhj − log zhi)

#{h : zhi , zhj exist}

invariant up to a multiplicative constant



averaging over pairwise rankings
linear probability model: probability j preferred to i in excess of

purely random choice

yij = Pr{h : zhj > zhi} −
1
2

invariant under monotone transformation
Bradley–Terry model: logarithmic odd ratio (logit)

yij = log
Pr{h : zhj > zhi}
Pr{h : zhj < zhi}

invariant under monotone transformation

H. A. David, The Method of Paired Comparisons, 2nd Ed., Griffin’s Statistical
Monographs and Courses, 41, Oxford University Press, New York, NY, 1988.



difficulties with rank aggregation

• Condorcet’s paradox: majority vote intransitive
i � j � k � i [Condorcet, 1785]

• Arrow/Sen’s impossibility: any sufficiently sophisticated
preference aggregation must exhibit intransitivity [Arrow,
1950], [Sen, 1970]

• McKelvey/Saari’s chaos: almost every possible ordering
can be realized by a clever choice of the order in which
decisions are taken [McKelvey, 1979], [Saari, 1989]

• Kemeny optimal is NP-hard: even with just 4 voters
[Dwork–Kumar–Naor–Sivakumar, 2001], quadratic
assignment problem [Cook–Kress, 1984]

• empirical evidence: lack of consensus common in group
decision making (e.g. US congress)



objectives

ordinal: intransitivity, i � j � k � i
cardinal: inconsistency, yij + yjk + yki 6= 0

• want global ranking of alternatives if a reasonable one
exists

• want certificate of reliability to quantify validity of global
ranking

• if no meaningful global ranking, analyze nature of
inconsistencies



graphs

• G = (V ,E) undirected graph
• V vertices
• E ⊆

(V
2

)
edges

• T ⊆
(V

3

)
triangles or 3-cliques, i.e.,

{i , j , k} ∈ T iff {i , j}, {j , k}, {k , i} ∈ E

• more generally Kk ⊆
(V

k

)
k -cliques, i.e.,

{i1, . . . , ik} ∈ Kk iff it is a complete subgraph of G

• K (G) clique complex of a graph G is an abstract simplicial
complex



functions on graphs
• vertex functions: f : V → R
• edge flows: X : V × V → R

X (i , j) = −X (j , i)

for {i , j} ∈ E , zero otherwise
• triangular flows: Φ : V × V × V → R

Φ(i , j , k) = Φ(j , k , i) = Φ(k , i , j)
= −Φ(j , i , k) = −Φ(i , k , j) = −Φ(k , j , i)

for {i , j , k} ∈ T , zero otherwise
• introduce inner products: L2(V ), L2

∧(E), L2
∧(T )

〈f ,g〉V =
∑n

i=1
wi f (i)g(i), 〈X ,Y 〉E =

∑
i<j

wijX (i , j)Y (i , j),

〈Φ,Ψ〉T =
∑

i<j<k
wijk Φ(i , j , k)Ψ(i , j , k)



operators on functions on graphs
gradient: grad : L2(V )→ L2

∧(E),

(grad f )(i , j) = f (j)− f (i)

curl: curl : L2
∧(E)→ L2

∧(T ),

(curl X )(i , j , k) = X (i , j) + X (j , k) + X (k , i)

divergence: div : L2
∧(E)→ L2(V ),

(div X )(i) =
∑n

j=1
wijX (i , j)

graph Laplacian: ∆0 : L2(V )→ L2(V ),

∆0 = div grad

graph Helmholtzian: ∆1 : L2
∧(E)→ L2

∧(E),

∆1 = −grad div + curl∗ curl



Hodge decomposition of rankings

• pairwise comparison graph G = (V ,E); V : set of
alternatives, E : pairs of alternatives compared

• space of pairwise rankings, L2
∧(E), admits an orthogonal

decomposition into three components

L2
∧(E) =

ker(div)︷ ︸︸ ︷
im(curl∗)⊕ ker(∆1)⊕ im(grad)︸ ︷︷ ︸

ker(curl)

• cohomology group is

ker(∆1) = ker(curl) ∩ ker(div)



Hodge decomposition
Global Structure of Preferences Helmholtz Decomposition

Helmholtz decomposition (a cartoon)

Globally consistent Globally inconsistent

Locally consistent Locally inconsistent

Gradient flow Harmonic flow Curl flow
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Figure: cartoon courtesy of Pablo Parrilo



HodgeRank

• Hodge decomposition of ranking:

aggregate pairwise ranking =

consistent ⊕ locally inconsistent ⊕ globally inconsistent

• consistent component gives global ranking
• total size of inconsistent components gives certificate of

reliability
• local and global inconsistent components tell us about

nature of inconsistencies
• quantifies Condorcet paradox, Arrow’s impossibility,

McKelvey chaos, etc
• numerical, not combinatorial, so not NP-hard



analyzing inconsistencies
• locally inconsistent rankings should be acceptable

• inconsistencies in items ranked closed together but not in
items ranked far apart

• ordering of 4th, 5th, 6th ranked items cannot be trusted but
ordering of 4th, 50th, 600th ranked items can

• e.g. no consensus for hamburgers, hot dogs, pizzas, and
no consensus for caviar, foie gras, truffle, but clear
preference for latter group

• globally inconsistent rankings might be rare

Theorem (Kahle, 2007)
Erdős-Rényi G(n,p), n alternatives, comparisons occur with
probability p, clique complex K (G) almost always have zero
1-homology, unless

1
n2 � p � 1

n
.



relates to Kemeny optimum
• ranking data lives on pairwise comparison graph

G = (V ,E); V : set of alternatives, E : pairs compared
• optimize over model classM

min
X∈M

∑
α,i,j

wα
ij (xij − yαij )2

• Yα
ij measures preference of i over j of voter α

• wα
ij metric; 1 if α made comparison for {i , j}, 0 otherwise

• Kemeny optimization:

MK = {X ∈ Rn×n : xij = sign(fj − fi), f : V → R}

• relaxed version

MG = {X ∈ Rn×n : xij = fj − fi , f : V → R}

• rank-constrained regression on skew-symmetric matrices
• solution is precisely consistent component in HodgeRank



top Netflix movies by HodgeRank
Linear Full Linear 30 Bradley–Terry Full
Greatest Story Ever ... LOTR III: Return ... LOTR III: Return ...
Terminator 3 LOTR I: The Fellowship ... LOTR II: The Two ...
Michael Flatley LOTR II: The Two ... LOTR I: The Fellowship ...
Hannibal [Bonus] Star Wars VI: Return ... Star Wars V: Empire ...
Donnie Darko [Bonus] Star Wars V: Empire ... Raiders of the Lost Arc
Timothy Leary’s ... Star Wars IV: A New Hope Star Wars IV: A New Hope
In Country LOTR III: Return ... Shawshank Redemption
Bad Boys II [Bonus] Raiders of the Lost Arc Star Wars VI: Return ...
Cast Away [Bonus] The Godfather LOTR III: Return ...
Star Wars: Ewok ... Saving Private Ryan The Godfather

• LOTR III shows up twice because of the two DVD editions
• full model has many “bonus” discs that Netflix rents; these

are items enjoyed by only a few people



cryo-electron microscopy



group-valued cohomology

R-valued
• xij + xji = 0
• ϕijk + ϕikj = ϕijk + ϕkji

= ϕijk + ϕjik = 0
• (grad f )ij = fj − fi
• (curl X )ijk = xij + xjk + xki

• xij + xjk + xki = 0

G-valued
• gijgji = 1
• gijkgikj = gijkgkji

= gijkgjik = 1

•
(
δ0(gα)α∈I)

)
ij = gjg−1

i

•
(
δ1(gαβ)α,β∈I

)
ijk = gijgjkgki

• gijgjkgki = 1

cryo-EM application: G = SO(2) and G = SO(2)d , i.e., SO(2)
with discrete topology

full story: Čech cohomology with G coefficients Ȟ1(K ,G)



• M. C. Escher’s optical
illusions

• all based on L. S. Penrose
and R. Penrose’s tribar



inspiration: Penrose tribar

• ∆ = 2D figure on left, embedded in Q = annulus in R2

• appears to be a projection of a (nonexistent) 3D tribar

R. Penrose, “On the cohomology of impossible figures,” Structural Topology,
17 (1991), pp. 11–16.



technique: perspective
44 A TOPOLOGICAL PICTUREBOOK 

LINEAR PERSPECTIVE Figure 1 

The principle for drawing in perspective is deceptively simple. Painting from 
life, the artist puts a dot on the canvas where there is a real point to be seen 
from a fixed position of the eye. Geometrically, this is the point where the 
line of sight between eye and object crosses the picture plane. Since Albrecht 
DUrer and the Rennaissance, there has been a steady evolution of ingenious 
mechanical devices for facilitating this projection. Today, the photographic 
camera takes effortless and perfectly perspective pictures of actual scenes: 
landscapes, buildings, rooms and models. Inexpensive, graphics-oriented 
microcomputers perform this task for virtual shapes whose points have only 
mathematical existence. Choose Cartesian coordinates for which the eye, at 
(0,0, - 0), is located a focal distance 0 behind the xy-picture plane. The 
perspective image, (X, Y, 0), of the point (x,y,z) is given by 

X = x Z  
Y = y Z  

o 
where Z = (0 + z) 

. 

In this formulation we have compressed the object half space, where z > 0, 
into the region where ° < Z < 1 .  It is a reflected relief. For example, the eye 
1 ( 1 1 )  at z = - 1 1h sees the picture 1 ( 1 2) at z = ° of the object 1 ( 1 4) at z = 3 
whose relief image 1 ( 1 3) at z = 0 is sandwiched between the picture plane 
and its parallel at z = 1 .  The relief transformation is invertible: 

x = X/Z 
y = Y/Z 
z = (I - Z)o/Z , 



Penrose’s example

L12

L21

L23

L32

L31
L13 L1

L2L3

• E and L1,L2,L3 on opposite sides of hyperplane H ⊆ R3

• dij ∈ R+ distance from E to center of Lij

gij =
dij

dji
, g =

g11 g12 g13
g21 g22 g23
g31 g32 g33

 ∈ R3×3
+

• g−1
ij = gji , gii = 1



picture
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FIGURE 5 

There is a local R+ 
ambiguity, in any plane 
drawing, in the 
uncertainty as to the 
distance away of the 
object depicted. 

Dans toute reprbsenta- 
tion plane, i l  y a une 
ambiguRB locale R+ en 
raison de I’incertitude 
concernant la distance 
de I’objet reprbsentb. 

for each different i,j, In the terminology of cohomology theory, a 
collection {d ij) is, in the general case, referred to as a cocycle. If (5) 
holds, the cocycle is called a coboundary. The replacement (4) pro- 
vides the coboundary freedom, and we regard two cocycles as 
equivalent if one can be converted to the another under this free- 
dom. Under this equivalence, we obtain the cohomology group 
elements, i.e. the elements of 

The coboundaries provide the unit element of (6), and we see from 
the above discussion that the test for whether or not the figure de- 
picted in Q is “impossible” is whether or not the resulting element 
of (6) is indeed the unit element. 

I have been discussing impossible figures of the kind which I de- 
scribed earlier [3] as “pure”, i.e. for which the only local ambiguity 
in the figure is the distance from the observer’s eye of the object 
being depicted. Often there are other relevant ambiguities. For the 
type of impossible figure depicted in Figure 3, the relevant ambigu- 

qu’a I’aide de reduction d’echelle du type ci-dessus on puisse dimi- 
nuer simultanement les trois rapports d,,, d,, et d,, a 1. On peut dire 
aussi qu’il existe trois nombres (positifs) ql, q2 et q3 tels que 

di j=qi /q j  (5) 

pour chaque paire i,j. Si on utilise la terminologie de la theorie de la 
cohomologie, la collection {dij) est genhralement associhe h un 
cocycle. Si I’enonck (5) est verifie, le cocycle est appele une 
cofrontidre. La transformation (4) fournit la libertg de cofrontihre, 
et on considere les cocycles comme Bquivalents s’ils peuvent &re 
transformes I’un dans I’autre sous cette liberte. Sous cette equiva- 
lence, on obtient les 6iBments du groupe de cohomologie, c’est-a- 
dire, les elements de 

Les cofrontieres fournissent I’blement unite de (6), et on peut com- 
prendre de la presentation precedente que le test permettant de de- 
terminer si la figure representbe en Q est .impossible)) ou non est 
base sur le fait que 1’616ment resultant de (6) est en realit6 I’bl6ment 
unite ou non. 

H1(Q,R+). (6) 



R+-valued cohomology
• may move L1,L2,L3 independently along viewing direction

so that projection onto H always give ∆

• results in scaling by a factor gi ∈ R+: d ′ij = dij/gi

g′ij =
d ′ij
d ′ji

=
dij/gi

dji/gj
= gij

gj

gi

• if L1,L2,L3 can be moved to form tribar, then centers of Lij
and Lji coincide and so

d ′ij = d ′ji , g′ij = 1

• i.e., g is coboundary,
gij =

gi

gj



contradiction

L12 = L21

L23

L32

L13 = L31 L1

L2

L3

• figure projects to ∆ on H

g =

1 1 1
1 1 g23
1 g32 1



• if tribar exists, then g is coboundary, i.e., gij = gi/gj for
some gi ,gj ∈ R+

• so g1 = g2 = g3 and so g23 = 1
• contradiction: L23 does not intersect L32 and so g23 6= 1



other embeddings
• tribar does not exist as a 3D object, i.e., cannot be

embedded in R3

• embeddable in 3-manifold R3/Z ∼= S1 × R2 [Francis, 1987]
CHAPTER 4 THE IMPOSSIBLE TRIBAR 69 

" 

Figure 3 PIPELINE 

I have labeled the spots on the dice black, white and grey so that the three 
positions in 4( I I ) can be referred to by their color. From 4( 1 2) you can read 
the gluing scheme of the white die's visible faces. If you trust your sense of 
symmetry, you can obtain the others by permuting the color labels cyclically, 
W '"  B ... G ... W. This is how the faces fit together: 

WI - B5 
U'2 - B4 
W3 - B6 

B I  - G5 
B2 - G4 
B3 - G6 

G I - W5 
G2 - W4 
G3 - W6 

To discover how the edges and vertices fit together, slide the dice together 
as dictated by the illusion. Label a directed edge by the dihedral angle, and 
a vertex by the solid angle formed by the adjacent faces. Thus, edge WI 2 
is directed from vertex WI 23 to W142, and U'2 1  has the opposite direction. 
In 4( 1 2) you see how the edge W I 2  and its tail WI 23 tour their equivalence 
classes as indicated by the initial three, respectively all seven, arrows. The 
last vertex, W456, is diametrically opposite the first on the white cube in 
the center. 

WI 2 - B35 - G46 - B42 
W I 23 - B 1 35 - G246 - B l 42 - G365 - B263 - G I 54 - W456 

In this way, eight more edge sets and two more vertex sets may be found. 
The Euler characteristic of the resulting 3-complex vanishes, because it has 
three cubical chambers and vertices, and nine faces and edges. 



notes

• depends on cohomology of H1(Q,R+) being non-trivial
• not homotopy invariant, unlike embedding Klein bottle in R3

• tribar homotopy equivalent to torus and trivially
embeddable in R3

• like cryo-EM: construct 3D structure of molecule exactly,
not up to homotopy



cryo-electron microscopy

• immobilize many identical copies of
molecule in ice

• each copy of molecule frozen in some
unknown orientation

• electron microscope produces 2D
images

• each 2D image is projection of molecule
from an unknown viewing direction

• 2D image shows (i) shape of molecule in
plane of viewing direction, (ii) density of
molecule, captured in intensity of pixel

• goal: construct 3D structure of molecule
from set of 2D projected images

source

C1

C2
condenser aperture

condenser system

samplesample holder
objective lens
objective aperture

projector system

imaging



mathematical model
• molecule described by potential function ϕ : R3 → R
• viewing direction described by a point on S2

• orientation of image is described by 3× 3 matrix
A = [a,b, c] ∈ SO(3)

• orthonormal column vectors a,b, c such that span{a,b} is
projection plane and c viewing direction

• projected image ψ of molecule ϕ by A given by function
ψ : R2 → R

ψ(x , y) =

∫
z∈R

ϕ(xa + yb + zc) dz

• ψ describes density of molecule along viewing direction

R. Hadani, A. Singer, “Representation theoretic patterns in three-dimensional
cryo-electron microscopy I,” Ann. Math., 174 (2011), no. 2, pp. 1219–1241.



cryo-EM data
• ψ1, . . . , ψn projected images of molecule
• SO(2) action

(g · ψ)(x , y) = ψ(g−1(x , y))

• distance between images

d(ψi , ψj) = min
g∈SO(2)

‖g · ψi − ψj‖

• get
gij = argmin

g∈SO(2)
‖g · ψi − ψj‖

• clearly gii = 1 and gijgji = 1
• discrete cryo-EM data set

D = {gij ∈ SO(2) : i , j = 1, . . . ,n}



cryo-EM complex
• Gε = (V ,E): V = {1, . . . ,n} corresponds to images

{i , j} ∈ E if and only if d(ψi , ψj) ≤ ε

• let Kε be 2-clique complex of Gε

• 0-simplices are vertices in V
• 1-simplices are edges in E
• 2-simplices are triangles {i , j , k} with {i , j}, {i , j}, {k , i} ∈ E

• for ε > 0 small enough [Singer et al, 2011]

gijgjkgki = 1

• for ε > 0 small enough, get cocycle

zd
ε = {gij ∈ SO(2) : {i , j} ∈ Kε}



classification
• every discrete cryo-EM data set on Kε is a Čech 1-cocycle

zd
ε on Kε

• each zd
ε determines a flat oriented circle bundle on Kε

• zd
ε and z ′dε determine isomorphic flat oriented circle

bundles if and only if

g′ij = gijgig−1
j

for some gi ,gj ∈ SO(2), {i , j} ∈ Kε

Ȟ1(Kε,SO(2)d
)

=
{

cohomologically equivalent
discrete cryo-EM data sets on Kε

}
=
{

isomorphism classes of
flat oriented circle bundles on Kε

}
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