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Abstract

A new method for multivariate density estimation is developed based on the Support Vector Machine (SVM) solution of inverse ill-posed problems. This algorithm is consistent and results in a sparse solution. This method compared favorably to both Parzen’s method and the Gaussian Mixture Model (GMM) method in experiments. The SVM and Parzen’s method are shown to be closely related, result in solutions of similar quality, however the SVM solution is sparse. The SVM and GMM approaches are both sparse but the SVM approach is consistent and in general results in more accurate estimates.
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1 Introduction

The problem of multivariate density estimation is important for many applications, in particular, for speech recognition [1], [8]. In this paper we introduce two ideas, the Support Vector Method for density estimation, and a new type of kernel whose form depends upon the distance between a point and its nearest neighbor.

There exist two basic approaches to density estimation, parametric approaches and nonparametric approaches.

In the parametric approach one assumes that the unknown density belongs to a parametric set satisfying certain conditions and estimates these parameters based upon the maximum likelihood (ML) principle. Researchers believe that real-life densities can be approximated by a mixture of a small number of elements (Gaussians for Gaussian Mixture Models (GMM)) from the parametric set. Therefore, the following parametric density model was introduced

$$P(t, a, \Sigma) = \sum_{i=1}^{m} \alpha_i P(t, a_i, \Sigma_i), \quad \alpha \geq 0, \quad \sum_{i=1}^{m} \alpha_i = 1,$$

where $P(t, a_i, \Sigma_i)$ are Gaussians with different position vectors $a_i$ and different diagonal covariance matrices $\Sigma_i$; $\alpha_i$ is the proportion of the $i$-th Gaussian in the mixture. It is known [11] that for general forms of Gaussian mixtures the ML estimate does not exist and the method is not consistent. To use the ML method researchers specify two values: a lower bound on diagonal elements of the covariance matrix and an upper bound on the number mixture elements. Under these constraints one can estimate the mixture parameters using the EM algorithm. This solution, however, is based on predefined parameters.

The nonparametric approaches do not have the limitation of assuming that the density belongs to a mixture from a parametric set. The most popular approach, Parzen’s method [6], is a consistent estimator [11] of any continuous density. Parzen’s method [6], suggests the following estimate given data $x_1, ..., x_l$:

$$P(t, \gamma_i) = \frac{1}{l} \sum_{i=1}^{l} K_{\gamma_i}(t - x_i),$$

where $K_{\gamma_i}(t - x_i)$ is smooth function such that $\int K_{\gamma_i}(t - x_i)dt = 1$. Under some conditions on parameters $\gamma_i$ and function $K_{\gamma_i}(t - x_i)$, Parzen’s method converges with a fast asymptotic rate. A Gaussian with covariance matrix $I$ and one free parameter $\gamma_i^2$ (the width) defines such a function

$$K_{\gamma_i}(t - x_i) = \frac{1}{(2\pi)^{n/2} \gamma_i^n} \exp \left\{ - (t - x_i)^T \left( 2\gamma_i^2 I \right)^{-1} (t - x_i) \right\}.$$

The structure of the Parzen estimator, however, is too complex: the number of terms in (3) is equal to the number of observations (which can be hundreds of thousands).

We introduce an SVM approach to obtain a sparse estimate of a density. The approach has no free parameters. In our experiments it performs as well as Parzen’s method but with a sparse solution and outperforms the GMM method. These experiments are carried out on 1, 2, 6, 12 and 40 dimensional distributions. We also prove the consistenty of the SVM method.
2 Estimation of Density is an Ill-posed Problem

A density $p(t)$ is defined as the solution of the equation

$$
\int_{-\infty}^{x} p(t) \, dt = F(x),
$$

(4)

where $F(x)$ is the probability distribution function. Estimating a density from data involves solving equation (4) on a given set of densities $p(t, \alpha), \alpha \in \Lambda$, when the distribution function $F(x)$ is unknown but a random i.i.d. sample is given, $x_1, \ldots, x_\ell$. The empirical distribution function

$$
F_\ell(x) = \frac{1}{\ell} \sum_{i=1}^{\ell} \theta(x - x_i),
$$

where $\theta(u)$ is the step-function is a good approximation of the actual distribution $F(x)$. In the one dimensional case, the distribution of the supremum error between $F(x)$ and $F_\ell(x)$ is given by the Kolmogorov-Smirnov distribution

$$
P\{\sqrt{\ell} \sup_{x} |F(x) - F_\ell(x)| > \varepsilon\} = 2 \sum_{k=1}^{\infty} (-1)^{k+1} \exp\{-2\varepsilon^2 k^2\}.
$$

(5)

Hence, the problem of density estimation can be considered as a problem of solving equation (4) where instead of $F(x)$ one uses the empirical distribution function $F_\ell(x)$ which converges to the true one with the (fast) rate $o(1/\sqrt{\ell})$ see appendix (A).

The problem of solving linear operator equation $Ap = F$ with approximation $F_\ell(x)$ is ill-posed. In the 1960’s methods were proposed for solving ill-posed problems using approximations $F_\ell$ converging to $F$ as $\ell$ increases. The idea of these methods was to introduce a regularizing functional $\Omega(p)$ (semi-continuous, positive functional for which $\Omega(p) \leq c$, $c > 0$ is a compactum) and define the solution $p_\ell$ which is a trade-off between values $\Omega(p)$ and $||Ap - F_\ell||$.

The following two methods which are asymptotically equivalent [14] were proposed by Tikhonov [10] and Phillips [7] respectively

$$
\min_p \left[ ||Ap - F_\ell||^2 + \gamma_\ell \Omega(p) \right], \quad \gamma_\ell > 0, \quad \gamma_\ell \to 0,
$$

(6)

$$
\min_p \Omega(p) \quad s.t. \quad ||Ap - F_\ell|| < \varepsilon_\ell, \quad \varepsilon_\ell > 0, \quad \varepsilon_\ell \to 0.
$$

(7)

Both methods can be generalized for the stochastic case. In particular, it was shown for the Tikhonov method that if function $F_\ell(x)$ converges in probability to $F(x)$ and $\gamma_\ell \to 0$ then for sufficiently large $\ell$ and arbitrary $\nu$ and $\mu$ the following inequality holds [13], [11]

$$
P(\rho_{E_1}(p, p_\ell) > \nu) \leq P(\rho_{E_2}(F, F_\ell) > \sqrt{\gamma_\ell \mu})
$$

(8)

where $\ell > \ell_0(\nu, \mu)$ and $\rho_{E_1}(p, p_\ell), \rho_{E_2}(F, F_\ell)$ are metrics in the spaces $p$ and $F$.

Since the empirical distribution $F_\ell(x)$ converges to $F(x)$ with the rate $o(1/\sqrt{\ell})$, it follows from (8) that if $\gamma_\ell > o(1/\sqrt{\ell})$ the solutions of equation (4) are consistent. See appendix (B) for the consistency proofs for both the Tikhonov and Phillips methods for density estimation.
3 Choice of Regularization Parameters

To choose the appropriate parameter ($\gamma_\ell$ in (6) or $\varepsilon_\ell$ in (7)) Morozov [4] proposed the so called *residual method* which suggests using a regularization parameter ($\gamma_\ell$ or $\varepsilon_\ell$) that defines the solution $p_\ell$ for which the equality holds

$$||Ap_\ell - F_\ell|| = ||F(x) - F_\ell(x)|| = \sigma_\ell,$$

(9)

where $\sigma_\ell$ is the known accuracy of approximation of $F(x)$ by $F_\ell(x)$. For density estimation one can obtain a good estimate of $\sigma_\ell$. In the one dimensional case from distribution (5) it follows that $\sigma_\ell = c_1/\sqrt{\ell}$, where $c_1$ corresponds to the appropriate quantile of this distribution. In the $d$-dimensional case a procedure for evaluating these quantiles is known [5]. One can either evaluate the appropriate quantile $c_d$ using this procedure or by computer simulations.

In solving the density estimation problem we select a regularization parameter ($\gamma_\ell$ or $\varepsilon_\ell$) for which the solution $p_\ell$ satisfies constraint (9) for an estimated value $\sigma_\ell$.

The density estimation problem can be solved using either regularization method (6) or (7). It is known [13], [11] that using method (6) with a $L_2$ norm in image space $F$ and regularization functional ($Vp, Vp$) where $V$ is a convolution operator, one obtains Parzen’s method with kernels defined by operator $V$. Also it was shown [12] that regularization parameters defined by rule (9) provide an almost optimal asymptotic rate of convergence for method (6). Experiments demonstrate that this rule provides a good density estimate for a fixed sample size [3].

4 SVM for Density Estimation

We now estimate densities using method (7) for which the SVM technique can be applied. We solve equation (4) in a set of functions belonging to a Reproducing Kernel Hilbert Space (RKHS) using the functional

$$\Omega(p) = ||p||^2_H.$$  

(10)

To define the RKHS one has to define a positive definite kernel $K(x,y)$ and an inner product $(f,g)_H$ in Hilbert space $H$ such that

$$(p(x), K(x,y))_H = p(y) \quad \forall p \in H.$$ 

(11)

Note that any positive definite function $K(x,y)$ has an expansion

$$K(x,y) = \sum_{i=1}^{\infty} \lambda_i \phi_i(x) \phi_i(y)$$ 

(12)

where $\lambda_i$ and $\phi_i(x)$ are eigenvalues and eigenfunctions of $K(x,y)$. Consider the set of functions

$$f(x,c) = \sum_{i=1}^{\infty} c_i \phi_i(x)$$ 

(13)

and the inner product

$$(f(x, c^*), f(x, c^{**}) = \sum_{i=1}^{\infty} \frac{c_i^* c_i^{**}}{\lambda_i}.$$ 

(14)
Kernel (12), inner product (14), and set (13) define a RKHS. Indeed

\[ (p(x), K(x, y))_H = \left( \sum_{i=1}^{\infty} c_i \phi_i(x), K(x, y) \right)_H = \]

\[ (\sum_{i=1}^{\infty} c_i \phi_i(x), \sum_{i=1}^{\infty} \lambda_i \phi_i(x) \phi_i(y))_H = \sum_{i=1}^{\infty} \frac{c_i \lambda_i \phi_i(y)}{\lambda_i} = p(y). \]

For functions from a RKHS the functional (10) has the form

\[ \Omega(p) = \sum_{i=1}^{\infty} \frac{c_i^2}{\lambda_i}, \]

where \( \lambda_i \) is the \( i \)-th eigenvalue of the kernel \( K(x, y) \). Therefore the choice of the kernel defines smoothness properties on the solution.

To use method (7) for the density estimation problem (4) in a RKHS with a solution satisfying condition (9) we minimize functional

\[ \Omega(p) = (p, p)_H \]

subject to constraints

\[ \left| F_i(x) - \int_{-\infty}^{x} p(t)dt \right|_{x=x_i} \leq \sigma_i, \quad 1 \leq i \leq \ell. \]

We look for a solution of equation (4) with the form

\[ p(t) = \sum_{i=1}^{\ell} \beta_i K_{\gamma_i}(x_i, t). \] (16)

Taking into account (11) and (16) we rewrite functional (10) and minimize

\[ \Omega(p, p) = (p, p)_H = \sum_{i,j=1}^{\ell} \beta_i \beta_j K_{\gamma_i}(x_i, x_j) \]

subject to constraints

\[ \left| F_i(x) - \sum_{j=1}^{\ell} \beta_j \int_{-\infty}^{x} K_{\gamma_i}(x_j, t)dt \right|_{x=x_i} \leq \sigma_i, \quad 1 \leq i \leq \ell. \] (18)

This optimization problem is closely related to the SV regression problem with an \( \varepsilon_i \)-insensitive zone [11]. It can be solved using the standard SVM technique. Usually most of the \( \beta_i \) values in the SVM estimate will be zero, the \( x_i \) values corresponding to the nonzero \( \beta_i \) values are called support vectors.

To obtain the solution as a mixture of densities we choose a kernel that is a density and add two more constraints \( \beta_i \geq 0, \quad \sum_{i=1}^{\ell} \beta_i = 1. \)

In general kernels have a parameter \( \gamma_t \), the width. We call the value of this parameter admissible if in (18) at least for one \( x_i \) we have a strict equality (the solution satisfies condition (9)). The admissible set \( \gamma_{min} \leq \gamma_t \leq \gamma_{max} \) is not empty since for Parzen’s method (which also has form (16)) such a value does exist. Recall that value \( \gamma_t \) in kernel (2) determines the the smoothness
requirements of the solution: the larger the $\gamma$ the more rapidly the eigenvalues $\lambda_i$ of the kernel decrease and therefore functional (15) imposes stronger smoothness requirements. For any admissible $\gamma$ the SVM technique provides the unique solution with some number of elements in the mixture. We choose the smoothest solution amongst those with the minimum number of mixture elements, number of support vectors. This is done by selecting the $\gamma_\ell$ which minimizes $\Omega(p)$ among the $\gamma_\ell$ in the admissible set for which the number of support vectors is minimum.

5 Variable Kernels

We now introduce kernels that change their form based upon the distance to their nearest neighbor. These kernels are introduced to improve performance in high dimensional problems, where data are sparse.

The empirical distribution functions in both Parzen’s and the SVM approach was constructed were piecewise constant, a sum of theta functions. This approximation is discontinuous. However, any distribution function that has a density is continuous so it makes sense to construct the empirical distribution function as a monotonic continuous function.

Let us consider the one-dimensional case. Given data $x_1, \ldots, x_\ell$ which is an ordered set, consider the following distribution function, the linear empirical distribution function:

$$F_\ell^1(x) = \begin{cases} \frac{k}{\ell} + \frac{1}{\ell} \frac{x-x_k-\tau_k/2}{\tau_k} & \text{if } x \in [x_k - \tau_k/2, x_k + \tau_k/2) \\ 0 & \text{if } x \in [x_k, x_{k+1}) \text{ and } x \not\in [x_k - \tau_k/2, x_k + \tau_k/2), \end{cases}$$

(19)

where $x_k$ is the $k$-th data point and $\tau_k$ is the distance between the $k$-th data point and it’s nearest neighbor. (See Figure (1) for a comparison between the linear empirical distribution function and the standard empirical distribution function). In the Parzen’s case, minimizing the following functional, the Tikhonov form:

$$R_{\gamma}(p, F_\ell^1) = \frac{1}{\ell} \sum_{i=1}^\ell \left( \int_{-\infty}^x p(t)dt - F_\ell^1(x) \right)^2 + \gamma_\ell(p, p)_H$$

(20)

results in a solution of the form

$$p(t) = \frac{1}{\ell} \sum_{i=1}^\ell \frac{2}{\tau_i} \int_{x_i - \tau_i/2}^{x_i + \tau_i/2} K_{\gamma_\ell}(x, t)dx,$$

(21)

where $K_{\gamma_\ell}(x, t)$ is the kernel corresponding to the RKHS in equation (20). For the SVM case the following form is minimized:

$$\Omega(p, p) = (p, p)_H = \sum_{i,j=1}^\ell \beta_i \beta_j M(x_i, x_j)$$

(22)

subject to constraints

$$\left| F_\ell^1(x) - \sum_{j=1}^\ell \beta_j \int_{-\infty}^x L(x_j, t)dt \right|_{x=x_i} \leq \sigma_i, \quad 1 \leq i \leq \ell,$$

(23)
and $\beta_i \geq 0, \sum_{i=1}^t \beta_i = 1$ where

$$L(x_j, t) = \frac{1}{\tau_j} \int_{x_j-\gamma_j/2}^{x_j+\gamma_j/2} K_{\gamma_t}(x, t) dx$$

and

$$M(x_i, x_j) = \frac{1}{\tau_i \tau_j} \int_{x_j-\gamma_j/2}^{x_j+\gamma_j/2} \int_{x_i-\gamma_i/2}^{x_i+\gamma_i/2} K_{\gamma_t}(t, t') dt dt'.$$

The density estimate has the form

$$p(t) = \sum_{i=1}^t \beta_i L(x_i, t). \quad (24)$$

The width parameter, $\gamma_t$, is set in the same way as was done for standard kernels. Appendix (C) lists analytic forms for $L$ and $M$ from various $K_{\gamma_t}$ and also plots some examples of $L(x_i, t)$.

6 Experiments

We include three sets of experiments. The first two sets serve mainly to illustrate graphically the difference between the three approaches to density estimation (SVM, Parzen, and GMM). The third set is a more statistically thorough comparison of the techniques for a variety of distributions.

The first set examines and plots density estimates for the three approaches for a particular drawing from a one dimensional distribution. The second set examines and plots density estimates for a two dimensional distribution. The third set plots statistical properties of the estimates over many trials for distributions in $\mathbb{R}^2$, $\mathbb{R}^6$, $\mathbb{R}^{12}$, and $\mathbb{R}^{40}$.

6.1 One Dimensional Example

We first compare the SVM method with Parzen’s method and the GMM method for a one dimensional density. The choice of the parameter $\gamma$ for the SVM approach was set by constraint
(9) in which \( \varepsilon = \frac{\mu_d}{2} \), where \( \mu_d \) is the mean of the Kolmogorov-Smirnov distribution for \( \ell \) points and dimensionality \( d \). For the Parzen case \( \gamma \) was selected using a leave-one out procedure on the Parzen estimator. The GMM method uses the EM algorithm and sets all parameters except \( n \), the upper bound on the number of terms in the mixture.

The density to be estimated was the following
\[
p(t) = \frac{1}{\sqrt{2\pi}} e^{-\frac{(t-2)^2}{2}} + 5 \frac{7}{2} e^{-\frac{t+2}{2}}.
\]

Figures (2) and (3) show plots of the Parzen, SVM, and GMM estimates for the Gaussian kernel when 20 and 100 points drawn from the distribution are used as training data. The test error is an \( L1_p \) norm on 10,000 points drawn from the distribution. Table (1) summarizes the results, \( \text{nsv} \) is the number of functions in the approximation, \( \text{points} \) stands for the number of training data. See appendix (D) for a table showing the estimates for a wide variety of kernels.

<table>
<thead>
<tr>
<th></th>
<th>points</th>
<th>nsv</th>
<th>( \sigma )</th>
<th>( \gamma )</th>
<th>( L1_p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian Parzen</td>
<td>20</td>
<td>20</td>
<td>( \frac{35}{\sqrt{10}} )</td>
<td>.55</td>
<td>3.361 \times 10^{-2}</td>
</tr>
<tr>
<td>Gaussian SVM</td>
<td>20</td>
<td>5</td>
<td>( \frac{35}{\sqrt{100}} )</td>
<td>1.2</td>
<td>3.128 \times 10^{-2}</td>
</tr>
<tr>
<td>GMM</td>
<td>20</td>
<td>5</td>
<td>( \frac{35}{\sqrt{100}} )</td>
<td>.6</td>
<td>6.519 \times 10^{-2}</td>
</tr>
<tr>
<td>Gaussian Parzen</td>
<td>100</td>
<td>100</td>
<td>( \frac{35}{\sqrt{100}} )</td>
<td>.6</td>
<td>2.208 \times 10^{-2}</td>
</tr>
<tr>
<td>Gaussian SVM</td>
<td>100</td>
<td>5</td>
<td>( \frac{35}{\sqrt{100}} )</td>
<td>1.25</td>
<td>2.165 \times 10^{-2}</td>
</tr>
<tr>
<td>GMM</td>
<td>100</td>
<td>4</td>
<td>( \frac{35}{\sqrt{100}} )</td>
<td>1.25</td>
<td>3.806 \times 10^{-2}</td>
</tr>
<tr>
<td>GMM</td>
<td>100</td>
<td>2</td>
<td>( \frac{35}{\sqrt{100}} )</td>
<td>1.25</td>
<td>5.860 \times 10^{-2}</td>
</tr>
</tbody>
</table>

Table 1: Performance of the SVM algorithm, Parzen’s windows, and the GMM algorithm for a Gaussian kernel.

### 6.2 Two Dimensional Example

The same comparison was made for a 2-dimensional distribution. The choice of the parameter \( \gamma \) for the SVM approach was set by constraint (9), again set to half the mean of the Kolomogorov-Smirnov distribution. For the Parzen case we again used a leave-one out procedure to set \( \gamma \). The GMM method uses the EM algorithm and sets all parameters except \( n \), the upper bound on the number of terms in the mixture.

The density to be estimated was the following
\[
p(t_x, t_y) = \frac{1}{2\pi} e^{-\frac{(t_x-2)^2}{2}} e^{-\frac{(t_y-2)^2}{2}} + 5 \frac{35}{4} e^{-\frac{7(t_x+2)}{2}} e^{-\frac{5(t_y+2)}{2}}.
\]

Figure (4) shows plots of the Parzen, SVM, and GMM estimates for the Gaussian kernel when 60 points drawn from the distribution are used as training data. The test error is an \( L1_p \) norm on 10,000 points drawn from the distribution. Table (2) summarizes the results, \( \text{nsv} \) is the number of functions in the approximation, \( \text{points} \) stands for the number of training data. See appendix (D) for a table showing the estimates for a wide variety of kernels.
Figure 2: (a) The true distribution and estimate for the Parzen case (b) the true distribution and estimate for the SVM case (the asterix show the position of the support vectors) (c) the true distribution and estimate for the GMM case with 4 mixtures for 20 points.

<table>
<thead>
<tr>
<th></th>
<th>points</th>
<th>nsv</th>
<th>$\sigma$</th>
<th>$\gamma$</th>
<th>$L_1_p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gaussian Parzen</td>
<td>60</td>
<td>60</td>
<td>.72</td>
<td></td>
<td>$7.182 \times 10^{-3}$</td>
</tr>
<tr>
<td>Gaussian SVM</td>
<td>60</td>
<td>7</td>
<td>$\frac{\sigma}{\sqrt{N}}$</td>
<td>1.0</td>
<td>$5.690 \times 10^{-3}$</td>
</tr>
<tr>
<td>GMM</td>
<td>60</td>
<td>2</td>
<td></td>
<td></td>
<td>$2.250 \times 10^{-2}$</td>
</tr>
<tr>
<td>GMM</td>
<td>60</td>
<td>4</td>
<td></td>
<td></td>
<td>$1.249 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

Table 2: Performance of the SVM algorithm, Parzen’s windows, and the GMM algorithm for a Gaussian kernel.
Figure 3: (a) The true distribution and estimate for the Parzen case (b) the true distribution and estimate for the SVM case (the asterix show the position of the support vectors) (c) the true distribution and estimate for the GMM case with 4 mixtures (d) the true distribution and estimate for the GMM case with 2 mixtures for 100 points.
Figure 4: (a) The true distribution (b) the GMM case with 4 mixtures (c) the Parzen case (d) the SVM case for 60 points.
6.3 Estimates Over Several Trials

To fairly assess the performance of the three approaches it is not enough to look at the error of the estimator for one sampling of $\ell$ points. Several trials of estimates constructed from sampling the distribution need to be examined. Each trail consisted of sampling $\ell$ points from the distribution to be estimated and using these points as training data for the estimator. The error of the estimate is measured as the $L_1$ norm on 10,000 out of sample points drawn from the distribution.

We ran many trials and made boxplots of the errors. The boxplots describe the distribution of distances between estimates and actual densities. The horizontal lines of the boxplot indicate 5%, 25%, 50%, 75%, and 95% quantiles of the error distribution.

The choice of the parameter $\gamma$ for the SVM approach was set by constraint (9), again set to half the mean of the Kolomogorov-Smirnov distribution. For Parzen’s method $\gamma$ was set using a leave-one-out procedure. This GMM method sets all parameters except $n$ - the upper bound on the number of terms in the mixture. We used Gaussian kernels in all the methods.

Figure (5a) shows four boxplots describing the results of estimating a density defined by a mixture of two Laplacians in a two dimensional space using 200 observations. Each box-plot shows outcomes of 100 trials: for the SVM method, Parzen’s method and the GMM method with parameters $n = 2$, and $n = 4$. Figure (5c) shows the distribution of the number of terms for the SVM method.

Figure (5b) shows boxplots of outcomes of estimating a density defined by the mixture of four Gaussians in a six dimensional space using 600 observations. Each box-plot shows outcomes of 50 trials: for the SVM method, Parzen’s method, and the GMM method with parameters $n = 4$, and $n = 8$. Figure (5c) shows the distribution of the number of terms for the SVM method.

Figure (6) and (7) demonstrate the trade-off between accuracy and sparsity for the two dimensional case for the SVM method. Figure (6a) displays the distribution of the $L_1$ error and figure (6b) displays the distribution of the number of terms for the SVM method with $\gamma = \gamma_{\text{max}}$, $\gamma_{\ell} = 1.1$, $\gamma_{\ell} = .9$, and Parzen’s method. Figure (7a) displays the distribution of the $L_1$ error and figure (7b) displays the distribution of the number of terms when in constraint 9 one uses $\varepsilon = m \sigma_a / \sqrt{\ell}$ with $m = 1, 1.5, 2.3$.

Figure (8a) shows boxplots of outcomes of estimating a density defined by the mixture of four Gaussians and four Laplacians in a twelve dimensional space using 400 observations. Each boxplot shows outcomes of 50 trials: for the SVM method, Parzen’s method, and the GMM method with parameter $n = 8$. Figure (8c) shows the distribution of the number of terms for the SVM method.

Figure (8b) shows boxplots of outcomes of estimating a density defined by the mixture of four Gaussians and four Laplacians in a forty dimensional space using 480 observations. Each boxplot shows outcomes of 50 trials: for the SVM method, Parzen’s method, and the GMM method with parameter $n = 8$. Figure (8c) shows the distribution of the number of terms for the SVM method.
Figure 5: (a) Boxplots of the $L_{1p}$ error for the mixture of two Laplacians in two dimensions for the SVM method, Parzen’s method, and the GMM method with 2 and 4 Gaussians. (b) Boxplots of the $L_{1p}$ error for mixture of four Gaussians in six dimensions with the SVM method, Parzen’s method, and the GMM method with 4 Gaussians. (c) Boxplots of distribution of the number of terms for the SVM method for the two and six dimensional cases.

Figure 6: (a) Boxplots of the $L_{1p}$ error for the two dimensional case for the SVM method with ($\gamma_t = \gamma_{\text{max}}$), $\gamma_t = 1.1$, $\gamma_t = .9$, and Parzen’s method. (b) Boxplots of the distribution of the number of terms.

Figure 7: (a) Boxplots of the $L_1$ error for the SVM method for the two dimensional case with $\sigma_t = m c_d/\sqrt{\ell}$ with $m = 1, 1.5, 2.3$. (b) A boxplot of the number of terms.
Figure 8: (a) Boxplots of the $L_1$ error for the mixture of four Laplacians and four Gaussians in twelve dimensions for the SVM method, Parzen’s method, and the GMM method with 8 Gaussians. (b) Boxplots of the $L_1$ error for mixture of four Gaussians and four Laplacians in forty dimensions with the SVM method, Parzen’s method, and the GMM method with 8 Gaussians. (c) Boxplots of distribution of the number of terms for the SVM method for the twelve and forty dimensional cases.
7 Summary

Multivariate density estimation using the Support Vector Method is introduced. This algorithm is sparse in the number of terms in the estimate and seems to be more accurate that the GMM approach over a set of trials. Another advantage of this algorithm is that it has no free parameters: the width parameter in the algorithm is set based upon the Kolmogorov-Smirnov statistic.

A Universality of the Kolmogorov-Smirnov Statistic

We first state Kolmogorov’s proof of the universality of the Kolmogorov-Smirnov statistic in one dimension [2]. And the fact that the supremum error scales as $\frac{1}{\sqrt{t}}$.

Definition A.1 The probability function $\Phi_t(\lambda)$ is defined as follows:
\[
\Phi_t(\lambda) = \mathbb{P}\{\sup_x |F_t(x) - F(x)| < \lambda/\sqrt{t}\},
\]
where $F(x)$ is the distribution function and $F_t(x)$ is the empirical distribution function.

Lemma A.1 (Kolmogorov, 1933) The probability function $\Phi_t(\lambda)$ is independent of the distribution function $F(x)$ on condition the latter is continuous.

Proof. Let $X$ be a random variable with continuous distribution function $F(x)$. For the random variable $Y = F(x)$ corresponds the distribution function $F^0(x)$ where $F^0(x) = x_+$. Given empirical distribution functions $F_t(x)$ and $F^0_t(x)$ for $X$ and $Y$ after $\ell$ observations, the following hold
\[
F_t(x) - F(x) = F^0_t[F(x)] - F^0[F(x)] = F^0_t(y) - F(y)
\]
\[
\sup_x |F_t(x) - F(x)| = \sup_x |F^0_t(y) - F^0(y)|.
\]
So the probability function $\Phi_t(\lambda)$ for any continuous distribution function is identical to that of the function $F^0(x)$. \(\square\)

We now show that the multivariate case for $\ell$ large enough $\sup_x |F_t(x) - F(x)|$ scales as $\frac{1}{\sqrt{t}}$ as well.

Consider a class of functions $\mathcal{C}$ and a probability space $(\Omega, \Sigma, P)$, let us look at
\[
\tau_\mathcal{C}(\lambda) = \mathbb{P}\{\sup_{f \in \mathcal{C}} |\sum_{i \leq \ell} f(x_i) - \ell Ef| \geq \lambda \sqrt{\ell}\}.
\]

Theorem A.1 (Talagrand, 1994) [9] Consider a class $\mathcal{C}$ that is a Vapnik-Chervonenkis (VC) class of index $\nu \geq 1$ then the following holds.

i) Given $\varepsilon > 0$, and any probability $Q$ on $\Omega$ we have
\[
N(\mathcal{C}, d_Q, \varepsilon) \leq \left(\frac{4\varepsilon}{\varepsilon}\right)^\nu,
\]
where
\[
d_Q(C_1, C_2) = Q(C_1 \Delta C_2).
\]

ii)Given $\varepsilon > 0$, $\mathcal{C}$ can be covered by at most $(\frac{4\epsilon}{\varepsilon})^\nu$ brackets $[C_1, C_2]$ for which $\mathbb{P}\{C_2 \setminus C_1\} \leq \varepsilon$. Then for all $\lambda > 0$ we have
\[
\tau_\mathcal{C}(\lambda) \leq (K(4\epsilon))^{\nu+1}\lambda^{2\nu-1}\nu^{-\nu}\epsilon^{-2}\lambda^2.
\]
To apply this theorem to our problem we need to characterize the empirical distribution function in terms of VC classes. We do this by introducing the class of lower orthants and stating its VC index. This allows us to apply Talagrand’s theorem to this case.

The class of orthants in \( \mathbb{R}^d \) has a VC index of \( d \).

**Theorem A.2** In \( \mathbb{R}^d \) let \( \mathcal{Y} \) be the set of all left half-lines \((-\infty, x]\) for \( x \in \mathbb{R} \). Let \( \mathcal{C} = \{ \Pi_{i=1}^d L_i : L_i \in \mathcal{Y}, i = 1, \ldots, d \} \), \( \mathcal{C} \) is the class of lower orthants parallel to the axes. \( v(\mathcal{C}) = d \).

**Proof.** Let \( \mathcal{D}_i \) be classes of subsets of a set \( X \) and \( \mathcal{D} = \{ \cap_{i=1}^n D_i : D_i \in \mathcal{D}_i, i = 1, \ldots, n \} \), where each \( \mathcal{D}_i \) is linearly ordered by inclusion. Then \( v(\mathcal{D}) = n \).

If \( f(x_i) = 1_{C(i)} \) where \( C(i) \in \mathcal{C} \) then the empirical distribution function is simply \( \frac{1}{t} \sum_{i \leq t} f(x_i) \) and the distribution function is \( E f \). So for the class of lower orthants with VC index \( d \) we can restate Talagrand’s result.

**Theorem A.3** Consider the class \( \mathcal{C} \) of lower orthants then the following holds. For all \( \lambda > 0 \) we have

\[
\tau_C(\lambda) \leq (K(4e))^{d+1} \lambda^{2d-1} d^{-d} e^{-2\lambda^2},
\]

where

\[
\tau_C(\lambda) = \mathbb{P}\{ \sup_x |F_\ell(x) - F(x)| \geq \lambda/\sqrt{\ell} \}.
\]

So it is clear that \( \sup_x |F_\ell(x) - F(x)| \) scales as \( \frac{1}{\sqrt{\ell}} \).

It is important to realize that we don’t use these bounds in our algorithm but rather simulate the multivariate Kolmogorov-Smirnov distribution. The reason for this is the above proof applied a more general result to a more specific case, for this reason the bounds are probably looser than they can be.

## B Consistency of Regularization Methods

We prove first the consistency of the Tikhonov method applied to the density estimation problem [11].

Consider the Tikhonov form of the functional

\[
R_\gamma(p, F_\ell) = \rho_{E_2}^2(Ap, F_\ell) + \gamma_\ell W(p),
\]

where \( W(p) \) is a lower semicontinuous functional, \( \rho_{E_2}^2(\cdot, \cdot) \) is a metric in the space \( E_2 \), \( F_\ell = F_\ell(x) \) is a random function (here the empirical distribution function), \( \gamma_\ell > 0 \) is the regularization parameter, and \( p_\ell \) minimizes the above functional.

**Theorem B.1** The solution \( p_\ell(x) \) converges in probability to the true distribution \( p(x) \) in a metric \( \rho_{E_1}(p_\ell, p) \) if \( \gamma_\ell \to 0 \) and \( \ell \gamma_\ell \to \infty \) as \( \ell \to \infty \), where \( x \in \mathbb{R}^d \).

**Proof.** We use the two theorems to show the convergence in probability of \( p_\ell \).
**Theorem B.2** (Vapnik and Stefanyuk, 1978) For any positive $\epsilon$ and $\mu$ there exists a positive number $n(\epsilon, \mu)$ such that for all $\ell > n(\epsilon, \mu)$ the inequality

$$\mathbb{P}\{\rho_{E_1}(p_\ell, p) > \epsilon\} \leq \mathbb{P}\{\rho_{E_2}(F_\ell, F) > \sqrt{\gamma_\ell} \mu\}$$

is satisfied.

From theorem A.3 we know for $x \in \mathbb{R}^d$

$$\mathbb{P}\{\rho_{E_2}(F_\ell, F) \geq \epsilon\} \leq K(\epsilon \sqrt{\ell})^{2d-1} d^{-d} e^{-2\epsilon^2 \ell}$$

where $K$ is a constant and $\rho_{E_2}(F_\ell, F) = \sup_x |F(x) - F_\ell(x)|$.

So for sufficiently large $\ell$ the inequality

$$\mathbb{P}\{\rho_{E_1}(p_\ell, p) > \epsilon\} \leq K(\gamma_\ell \mu \ell)^{d-1/2} d^{-d} e^{-2\gamma_\ell \mu \ell}$$

holds. So $p_\ell$ converges in probability to $p$ in the metric $\rho_{E_1}(p, p_\ell)$ if

$$\gamma_\ell \rightarrow 0, \text{ as } \ell \rightarrow \infty$$

$$\gamma_\ell \ell \rightarrow \infty, \text{ as } \ell \rightarrow \infty.$$ □

We now prove the consistency of the Phillip's method applied to the density estimation problem. We have proven that the density estimate $p_\ell$ minimizing the Tikhonov functional is consistent under certain conditions of $\gamma_\ell$.

Consider the Phillip’s form of the functional

$$\inf W(p), \quad (26)$$

such that

$$\rho_{E_2}(Ap, F_\ell) < \delta, \; \delta > 0 \quad (27)$$

where $W(p)$ is a lower semicontinuous functional, $\rho_{E_2}^2(\cdot, \cdot)$ is a metric in the space $E_2$, $F_\ell = F_\ell(x)$ is a random function (here the empirical distribution function), $\gamma_\ell > 0$ is the regularization parameter, and $p_\ell$ minimizes the above functional.

**Theorem B.3** If $p_\ell^0$ is the solution that minimizes functional (25) and $\delta = \rho_{E_2}(Ap, F_\ell)$, then $p_\ell^0$ is the solution of functional (26) subject to constraint (27).

**Proof.**

We use Kuhn-Tucker conditions

**Theorem B.4** (Kuhn and Tucker) Let $g(x)$ and $f(x)$ be concave functionals defined on a convex set $D$ of a normed space $X$ and there exists $\bar{x} \in D$ for which $f(\bar{x}) > 0$. Under these assumptions the element $x^0$ maximizes the functional $g(x)$ for $h(x) \geq 0$ and $x \in D$ if and only if a scalar $\lambda^0$ exists such that for the Lagrange function $\psi(x, \lambda) = g(x) + \lambda h(x)$ the inequality

$$\psi(x, \lambda^0) \leq \psi(x^0, \lambda^0) \leq \psi(x^0, \lambda)$$

holds for all $x \in D$, and $\lambda \geq 0$. 
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Let \( g(f) = -W(f) \) and let \( h(f) = -\rho_{E_3}(A_f, F_t) + \delta \). Since \( A \) is a linear operator and \( g(f) \) and \( h(f) \) are concave functionals we can use the condition in the Kuhn-Tucker theorem. So if a scalar \( \lambda^0 \geq 0 \) exists such that \( (f^0, \lambda^0) \) is a saddle point for \( \psi(f, \lambda) = g(f) + \lambda h(f) \) then the inequalities

\[
\psi(f, \lambda^0) \leq \psi(f^0, \lambda^0) \leq \psi(f^0, \lambda)
\]  

(28)

hold.

Let us assume that \( f^0 \) minimizes functional (25) for some \( \gamma_t > 0 \), then

\[-W(f) - \lambda^0 \rho_{E_3}(A_f, F_t) + \lambda^0 \delta \leq -W(f^0) - \lambda^0 \rho_{E_3}(A_{f^0}, F_t) + \lambda^0 \delta,
\]

where \( \delta = \rho_{E_3}(A_{f^0}, F_t) \), and \( \lambda^0 = \frac{1}{\gamma_t} \). This satisfies the left side of inequality (28). Now \( \delta = \rho_{E_3}(A_{f^0}, F_t) \), so

\[-W(f^0) - \lambda^0 \rho_{E_3}(A_f, F_t) + \lambda^0 \delta \leq -W(f^0) - \lambda \rho_{E_3}(A_{f^0}, F_t) + \lambda \delta,
\]

which satisfies the right side of inequality (28). Since the pair \( (f^0, \lambda^0) \) is a saddle point for the Lagrange function \( \psi(f, \lambda) = -W(f) + \lambda(-\rho_{E_3}(A_{f^0}, F_t) + \delta) \) from the Kuhn-Tucker theorem it follows that \( f^0 \) minimizes functional (26) subject to constraint (27). \( \Box \)

## C Variable Kernels

In this section we list the analytic forms for the functions \( L(x_i, x) \) and \( M(x_i, x_j) \) given a variety of kernels \( K_\gamma(x, y) \).

1. **Laplacian:**

\[
K_\gamma(x, y) = \frac{1}{2\gamma} e^{-|x-y|/\gamma}.
\]

\[
L(x_i, x) = \begin{cases} \frac{1}{2\gamma} e^{-|x-x_i|/\gamma} \cosh \left( \frac{x_i}{\gamma} \right) & \text{if } |x - x_i| > \frac{1}{2\gamma}, \\ \frac{1}{\gamma} (1 - e^{\frac{x_i}{\gamma}} \cosh(x - x_i)) & \text{if } |x - x_i| \leq \frac{1}{2\gamma}. \end{cases}
\]

\[
M(x_i, x_j) = \begin{cases} \frac{2}{\gamma^2} (-\frac{2}{\gamma} + e^{-2\gamma} - 1) & \text{if } x_i = x_j, \\ \frac{4}{\gamma^2} e^{-|x_i-x_j|/\gamma} \cosh \left( \frac{x_i}{\gamma} \right) \cosh \left( \frac{x_j}{\gamma} \right) & \text{otherwise}. \end{cases}
\]

2. **Epanechnikov:**

\[
K_\gamma(x, y) = \begin{cases} \frac{3}{4\sqrt{\gamma}} (1 - \frac{1}{\gamma} (x - y)^2) & \text{if } |x - y| \leq \sqrt{\gamma}, \\ 0 & \text{otherwise}. \end{cases}
\]

\[
L(x_i, x) = \begin{cases} \frac{3}{4\sqrt{\gamma_i}} (x_i + \frac{1}{2} \tau_i - n + \frac{1}{3\gamma} ((x - x_i - \frac{1}{2} \tau_i)^3 - (x - n)^3)) & \text{if } x_i + \frac{1}{2} \tau_i < x, \\ \frac{3}{4\sqrt{\gamma_i}} (m - n + \frac{1}{3\gamma} ((x - n)^3 - (m - x)^3)) & \text{if } x_i - \frac{1}{2} \tau_i \leq x \leq x_i + \frac{1}{2} \tau_i, \\ \frac{3}{4\sqrt{\gamma_i}} (m - x_i + \frac{1}{2} \tau_i + \frac{1}{3\gamma} ((m - x)^3 - (x_i - \frac{1}{2} \tau_i - x)^3)) & \text{if } x < x_i - \frac{1}{2} \tau_i, \\ 0 & \text{if } |x_i - x| > \sqrt{\gamma} + \frac{1}{2} \tau_i, \end{cases}
\]
where \( m = \min(x_i + \frac{1}{2}\tau_i, x + \sqrt{\gamma}) \) and \( n = \max(x_i - \frac{1}{2}\tau_i, x - \sqrt{\gamma}) \). For \( x_i \geq x_j \) (note since \( M(x_i, x_j) \) is symmetric this case is sufficient for evaluating the entire matrix). If \( x_i = x_j \)

\[
M(x_i, x_j) = \begin{cases} 
\frac{3}{4\sqrt{\gamma}}(2\tau_i - \sqrt{\gamma}) & \text{if } \sqrt{\gamma} < \frac{1}{2}\tau_i \\
\frac{3}{4\sqrt{\gamma}}(2\sqrt{\gamma} - \tau_i) + \frac{3}{4\sqrt{\gamma}}(\frac{1}{\tau_i} - \frac{1}{\sqrt{\gamma}}) & \text{if } \frac{1}{2}\tau_i \geq \sqrt{\gamma} \geq \tau_i \\
\frac{3}{4\sqrt{\gamma}}(1 - \frac{\tau_i}{6\gamma}) & \text{if } \sqrt{\gamma} > \tau_i.
\end{cases}
\]

If \( x_i > x_j \)

\[
M(x_i, x_j) = \begin{cases} 
\frac{\gamma + x_j - x_i}{\gamma^2 - \tau_i^2} & \text{if } \sqrt{\gamma} \geq x_i - x_j + \frac{1}{2}\tau_i + \frac{1}{2}\tau_j \\
-\frac{1}{\gamma\tau_i}\left((\frac{1}{2}b^2 + \frac{1}{2}\gamma^2 + d\gamma)(b - a) \right) & \text{if } \sqrt{\gamma} \leq x_i - x_j - \frac{1}{2}\tau_i + \frac{1}{2}\tau_j \\
\frac{\tau_j}{\gamma\tau_i}(c - a) - \frac{x_j}{\gamma\tau_i}(c^2 - \frac{1}{b}\gamma^2) & \text{if } x_i - x_j - \frac{1}{2}\tau_i + \frac{1}{2}\tau_j < \sqrt{\gamma} < x_i - x_j + \frac{1}{2}\tau_i + \frac{1}{2}\tau_j \\
-\frac{1}{\gamma\tau_i}\left((\frac{1}{2}d^2 + \frac{1}{2}\gamma^2 + \gamma d)(b - c) \right) & \text{if } x_i - x_j > \sqrt{\gamma} + \frac{1}{2}\tau_i + \frac{1}{2}\tau_j, \text{ and } \frac{1}{2}\tau_i \geq \sqrt{\gamma} \geq \tau_i.
\end{cases}
\]

where \( a = x_i - \frac{1}{2}\tau_i, b = \min(x_i + \frac{1}{2}\tau_i, x_j + \frac{1}{2}\tau_j + \sqrt{\gamma}), d = x_j + \frac{1}{2}\tau_j, \) and \( c = x_j - \tau_j + \sqrt{\gamma} \).

(3) 1st order \( \beta \)-spline:

\[
K_\gamma (x, y) = \sum_{i=0}^{2} -1^i \left( \frac{2}{i} \right) (x - y + \gamma(1 - i)),
\]

\[
L(x, y) = \begin{cases} 
\frac{1}{2\tau_i}\left((\frac{1}{2}b^2 + \frac{1}{2}\gamma^2 + d\gamma)(b - a) \right) & \text{if } x - x_i \leq \gamma + \frac{1}{2}\tau_i \\
0 & \text{if } x_i - x_j > \gamma + \frac{1}{2}\tau_i,
\end{cases}
\]

where \( m_1 = \min(x_i + \frac{1}{2}\tau_i, x + \gamma), n_1 = \max(x_i - \frac{1}{2}\tau_i, x - \gamma), \) and \( n_2 = \max(x_i - \frac{1}{2}\tau_i, x) \). For \( x_i \geq x_j \) (note since \( M(x_i, x_j) \) is symmetric this case is sufficient for evaluating the entire matrix). If \( x_i = x_j \)

\[
M(x_i, x_j) = \begin{cases} 
\frac{1}{\gamma\tau_i}(\gamma^2 - \gamma^2) + \frac{1}{\gamma\tau_i}(2\gamma - \tau_i) - \frac{1}{\gamma\tau_i}(\gamma - \tau_i) - \frac{1}{\gamma\tau_i}\gamma^3 & \text{if } \gamma > \tau_i \\
\frac{1}{16\gamma}\frac{1}{\tau_i^2} + \frac{1}{\gamma\tau_i}\tau_i - 2\gamma + \frac{1}{\gamma\tau_i}(\gamma - \tau_i) & \text{if } \frac{1}{2}\tau_i \geq \gamma \geq \tau_i \\
0 & \text{if } \gamma < \frac{1}{2}\tau_i.
\end{cases}
\]

If \( x_i > x_j \)

\[
M(x_i, x_j) = \begin{cases} 
\frac{1}{\gamma\tau_j}\left((\frac{1}{2}b^2 + \frac{1}{2}\gamma^2 + d\gamma)(b - a) \right) & \text{if } \gamma \geq x_i - x_j + \frac{1}{2}\tau_i + \frac{1}{2}\tau_j \\
-\frac{1}{\gamma\tau_j}(b^2 - a^2 + \frac{1}{b}\gamma^2) & \text{if } \gamma \leq x_i - x_j - \frac{1}{2}\tau_i + \frac{1}{2}\tau_j \\
\tau_j(x_j + \gamma)(b_1 - a) - \frac{x_j}{\gamma\tau_j}(b_1^3 - \frac{1}{b}\gamma^2) & \text{if } x_i - x_j - \frac{1}{2}\tau_i + \frac{1}{2}\tau_j < \gamma < x_i - x_j + \frac{1}{2}\tau_i + \frac{1}{2}\tau_j \\
-\frac{1}{\gamma\tau_j}\left((\frac{1}{2}d^2 + \frac{1}{2}\gamma^2 + \gamma d)(b - a_1) \right) & \text{if } x_i - x_j > \gamma + \frac{1}{2}\tau_i + \frac{1}{2}\tau_j, \text{ and } \gamma < \frac{3}{2}\tau_i.
\end{cases}
\]

where \( a = x_i - \frac{1}{2}\tau_i, b = \min(x_i + \frac{1}{2}\tau_i, x_j + \frac{1}{2}\tau_j + \gamma), d = x_j + \frac{1}{2}\tau_j, \) \( a_1 = x_j + \frac{1}{2}\tau_j + \gamma, \) and \( b_1 = x_j - \tau_j + \gamma. \)
(4) 3rd order β-spline:

\[
K_\gamma(x, y) = \sum_{i=0}^{4} \frac{-1}{3} \binom{4}{i} (x - y + \gamma(2 - i))_+
\]

\[
L(x_i, x) = \begin{cases} 
\frac{1}{2}(x - m_1 + 2\gamma)^4 - (x - n + 2\gamma)^4)\Theta(m_1 - n) & \text{if } |x - x_i| \leq \gamma + \frac{1}{2}\tau_i \\
\frac{1}{3}(x - m_2 + \gamma)^4 - (x - n + \gamma)^4)\Theta(m_2 - n) & \\
\frac{1}{2}(x - m_3 + \gamma)^4 - (x - n + 2\gamma)^4)\Theta(m_3 - n) + \\
\frac{1}{3}(x - m_4 + \gamma)^4 - (x - n + \gamma)^4)\Theta(m_4 - n) & \\
0 & \text{if } |x - x_i| > \gamma + \tau_i/2,
\end{cases}
\]

where \( m_1 = \min(x_i + \frac{1}{2}\tau_i, x + 2\gamma) \), \( m_2 = \min(x_i + \frac{1}{2}\tau_i, x + \gamma) \), \( m_3 = \min(x_i + \frac{1}{2}\tau_i, x) \), \( m_4 = \min(x_i + \frac{1}{2}\tau_i, x - \gamma) \), \( m_5 = \min(x_i + \frac{1}{2}\tau_i, x - 2\gamma) \), and \( n = x_i - \frac{1}{2}\tau_i \). For \( x_i \geq x_j \) (note since \( M(x, x_j) \) is symmetric this case is sufficient for evaluating the entire matrix).

\[
M(x_i, x_j) = \begin{cases} 
\frac{1}{2}(\tau_i - 2\gamma)^5\Theta(\tau_i - 2\gamma) - \frac{1}{15}(\tau_i - \gamma)^5\Theta(\tau_i - \gamma) & \text{if } x_i = x_j \\
\frac{1}{15}(\tau_i + \gamma)^5 - \frac{1}{15}(\tau_i + \gamma)^5 - \frac{1}{15}(c_1 - x_i - \frac{1}{2}\tau_i + \gamma)^5 & \\
\frac{1}{2}(2\gamma)^5 + \frac{1}{30}(\tau_i + 2\gamma)^5 & \\
\frac{1}{2}(c_2 - x_i - \frac{1}{2}\tau_i + 2\gamma)^5 & \\
0 & \text{if } |x_j - x_i| \leq 2\gamma + \frac{1}{2}\tau_i + \frac{1}{2}\tau_j \\
\text{if } |x_j - x_i| > 2\gamma + \frac{1}{2}\tau_i + \frac{1}{2}\tau_j,
\end{cases}
\]

where \( c_1 = \max(x_i - \frac{1}{2}\tau_i, x_i + \frac{1}{2}\tau_i - 2\gamma) \), and \( c_2 = \max(x_i - \frac{1}{2}\tau_i, x_i + \frac{1}{2}\tau_i - 2\gamma) \), and

\[
p_1 = \frac{1}{60}((-a + c + 2\gamma)^5 + (b - c + 2\gamma)^5 + (a - d + 2\gamma)^5 - (b - d + 2\gamma)^5)
\]

\[
p_2 = \frac{1}{15}((-a + c + \gamma)^5 - (b - c + \gamma)^5 - (a - d + \gamma)^5 + (b - d + \gamma)^5)
\]

\[
p_3 = \frac{1}{10}((-a + c)^5 + (b - c)^5 + (a - d)^5 - (b - d)^5)
\]

if \( b > c + \gamma \)

\[
p_4 = \frac{1}{15}((-a + c - \gamma)^5 - (b - c - \gamma)^5 - (a - d - \gamma)^5 + (b - d - \gamma)^5)
\]

else

\[
p_4 = \frac{1}{15}(-e_1 - d - \gamma)^5 + (g_1 - d - \gamma)^5 \Theta(e_1 - g_1) + (a - c - \gamma)^5 - (e_1 - c - \gamma)^5 - (a - d - \gamma)^5 + (e_1 - d - \gamma)^5)
\]

if \( b > c + 2\gamma \)

\[
p_5 = \frac{1}{60}((-a + c - 2\gamma)^5 + (b - c - 2\gamma)^5 + (a - d - 2\gamma)^5 - (b - d - 2\gamma)^5)
\]

else

\[
p_5 = \frac{1}{60}((e_2 - d - 2\gamma)^5 - (g_2 - d - 2\gamma)^5 \Theta(e_2 - g_2) - (a - c - 2\gamma)^5 + (e_2 - c - 2\gamma)^5 + (a - d - 2\gamma)^5 - (e_2 - d - 2\gamma)^5),
\]

where \( a = x_i + \frac{1}{2}\tau_i \), \( b = x_i - \frac{1}{2}\tau_i \), \( c = x_j + \frac{1}{2}\tau_j \), \( d = x_j - \frac{1}{2}\tau_j \), \( e_1 = \min(c + \gamma, a) \), \( g_1 = \min(b, d + \gamma) \), \( e_2 = \min(c + 2\gamma, a) \), and \( g_2 = \min(b, d + 2\gamma) \).
Figure 9: (a) Plots of a Laplacian kernel and it’s corresponding variable kernel with $\gamma = 1$ and $\tau_i = 1$. (b) Plots of a Laplacian kernel and it’s corresponding variable kernel with $\gamma = 1$ and $\tau_i = 4$.

Figure 10: (a) Plots of an Epanechnikov kernel and it’s corresponding variable kernel with $\gamma = 1$ and $\tau_i = 1$. (b) Plots of a Epanechnikov kernel and it’s corresponding variable kernel with $\gamma = 1$ and $\tau_i = 4$. 
Figure 11: (a) Plots of a first order $\beta$-spline kernel and it’s corresponding variable kernel with $\gamma = 1$ and $\tau_i = 1$. (b) Plots of a first order $\beta$-spline kernel and it’s corresponding variable kernel with $\gamma = 1$ and $\tau_i = 4$.

Figure 12: (a) Plots of a third order $\beta$-spline kernel and it’s corresponding variable kernel with $\gamma = 1$ and $\tau_i = 1$. (b) Plots of a third order $\beta$-spline kernel and it’s corresponding variable kernel with $\gamma = 1$ and $\tau_i = 4$. 
D  Tables of Estimates

1-Dimensional Example

We summarize the results of estimating the one-dimensional distribution in the experimental section using various kernels.

Tables (3) and (4) summarizes the results: nsy stands for the number of functions in the estimate, points stands for the number of training points, Lap is an abbreviation for Laplacian, Gaus is an abbreviation for Gaussian, Epa is an abbreviation for Epanechnikov, and Var stands for variable meaning the variable versions of a particular kernel is used.

<table>
<thead>
<tr>
<th></th>
<th>points</th>
<th>nsy</th>
<th>σ</th>
<th>γ</th>
<th>(L_{1p})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lap Parzen</td>
<td>20</td>
<td>20</td>
<td>(\frac{9.2}{\sqrt{20}})</td>
<td>0.5</td>
<td>3.223 \times 10^{-2}</td>
</tr>
<tr>
<td>Lap SVM</td>
<td>20</td>
<td>13</td>
<td>(\frac{9.2}{\sqrt{20}})</td>
<td>1.25</td>
<td>3.331 \times 10^{-2}</td>
</tr>
<tr>
<td>Var Lap Parzen</td>
<td>20</td>
<td>20</td>
<td>(\frac{9.2}{\sqrt{20}})</td>
<td>0.5</td>
<td>3.232 \times 10^{-2}</td>
</tr>
<tr>
<td>Var Lap SVM</td>
<td>20</td>
<td>13</td>
<td>(\frac{9.2}{\sqrt{20}})</td>
<td>1.25</td>
<td>3.324 \times 10^{-2}</td>
</tr>
<tr>
<td>Gaus Parzen</td>
<td>20</td>
<td>20</td>
<td>(\frac{9.2}{\sqrt{20}})</td>
<td>0.55</td>
<td>3.361 \times 10^{-2}</td>
</tr>
<tr>
<td>Gaus SVM</td>
<td>20</td>
<td>6</td>
<td>(\frac{9.2}{\sqrt{20}})</td>
<td>1.2</td>
<td>3.128 \times 10^{-2}</td>
</tr>
<tr>
<td>Epa Parzen</td>
<td>20</td>
<td>20</td>
<td>(\frac{9.2}{\sqrt{20}})</td>
<td>1.55</td>
<td>3.311 \times 10^{-2}</td>
</tr>
<tr>
<td>Epa SVM</td>
<td>20</td>
<td>6</td>
<td>(\frac{9.2}{\sqrt{20}})</td>
<td>4.2</td>
<td>3.275 \times 10^{-2}</td>
</tr>
<tr>
<td>Var Epa Parzen</td>
<td>20</td>
<td>20</td>
<td>(\frac{9.2}{\sqrt{20}})</td>
<td>1.65</td>
<td>3.290 \times 10^{-2}</td>
</tr>
<tr>
<td>Var Epa SVM</td>
<td>20</td>
<td>6</td>
<td>(\frac{9.2}{\sqrt{20}})</td>
<td>4.2</td>
<td>3.164 \times 10^{-2}</td>
</tr>
<tr>
<td>1st Parzen</td>
<td>20</td>
<td>20</td>
<td>(\frac{9.2}{\sqrt{20}})</td>
<td>1.45</td>
<td>3.214 \times 10^{-2}</td>
</tr>
<tr>
<td>1st SVM</td>
<td>20</td>
<td>12</td>
<td>(\frac{9.2}{\sqrt{20}})</td>
<td>2.95</td>
<td>3.510 \times 10^{-2}</td>
</tr>
<tr>
<td>Var 1st Parzen</td>
<td>20</td>
<td>20</td>
<td>(\frac{9.2}{\sqrt{20}})</td>
<td>1.45</td>
<td>3.237 \times 10^{-2}</td>
</tr>
<tr>
<td>Var 1st SVM</td>
<td>20</td>
<td>4</td>
<td>(\frac{9.2}{\sqrt{20}})</td>
<td>2.95</td>
<td>3.534 \times 10^{-2}</td>
</tr>
<tr>
<td>3rd Parzen</td>
<td>20</td>
<td>20</td>
<td>(\frac{9.2}{\sqrt{20}})</td>
<td>1.0</td>
<td>3.252 \times 10^{-2}</td>
</tr>
<tr>
<td>3rd SVM</td>
<td>20</td>
<td>5</td>
<td>(\frac{9.2}{\sqrt{20}})</td>
<td>2.15</td>
<td>3.440 \times 10^{-2}</td>
</tr>
<tr>
<td>Var 3rd Parzen</td>
<td>20</td>
<td>20</td>
<td>(\frac{9.2}{\sqrt{20}})</td>
<td>1.05</td>
<td>3.200 \times 10^{-2}</td>
</tr>
<tr>
<td>Var 3rd SVM</td>
<td>20</td>
<td>7</td>
<td>(\frac{9.2}{\sqrt{20}})</td>
<td>2.1</td>
<td>3.050 \times 10^{-2}</td>
</tr>
<tr>
<td>GMM</td>
<td>20</td>
<td>2</td>
<td></td>
<td></td>
<td>6.519 \times 10^{-2}</td>
</tr>
</tbody>
</table>

Table 3: Performance of the SVM algorithm, Parzen’s windows, and the GMM algorithm for various kernels and 20 training points.

2-Dimensional Example

We summarize the results of estimating the two-dimensional distribution in the experimental section using various kernels.

Table (5) summarizes the results: nsy stands for the number of functions in the estimate, points stands for the number of training points, Lap is an abbreviation for Laplacian, Gaus is an abbreviation for Gaussian, Epa is an abbreviation for Epanechnikov, and Var stands for variable meaning the variable versions of a particular kernel is used.
<table>
<thead>
<tr>
<th>Method</th>
<th>points</th>
<th>nsv</th>
<th>σ</th>
<th>γ</th>
<th>$L_{1p}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lap Parzen</td>
<td>100</td>
<td>100</td>
<td>$\frac{.43}{100}$</td>
<td>.5</td>
<td>$2.423 \times 10^{-2}$</td>
</tr>
<tr>
<td>Lap SVM</td>
<td>100</td>
<td>37</td>
<td>$\frac{1.25}{100}$</td>
<td>1.25</td>
<td>$2.044 \times 10^{-2}$</td>
</tr>
<tr>
<td>Var Lap Parzen</td>
<td>100</td>
<td>100</td>
<td>$\frac{.43}{100}$</td>
<td>.5</td>
<td>$2.423 \times 10^{-2}$</td>
</tr>
<tr>
<td>Var Lap SVM</td>
<td>100</td>
<td>42</td>
<td>$\frac{1.25}{100}$</td>
<td>1.25</td>
<td>$1.939 \times 10^{-2}$</td>
</tr>
<tr>
<td>Gauss Parzen</td>
<td>100</td>
<td>100</td>
<td>$\frac{.6}{100}$</td>
<td>1.25</td>
<td>$2.208 \times 10^{-2}$</td>
</tr>
<tr>
<td>Gauss SVM</td>
<td>100</td>
<td>5</td>
<td>$\frac{1.25}{100}$</td>
<td>1.25</td>
<td>$2.165 \times 10^{-2}$</td>
</tr>
<tr>
<td>Epa Parzen</td>
<td>100</td>
<td>100</td>
<td>$\frac{1.1}{100}$</td>
<td>1.1</td>
<td>$2.184 \times 10^{-2}$</td>
</tr>
<tr>
<td>Epa SVM</td>
<td>100</td>
<td>9</td>
<td>$\frac{2.9}{100}$</td>
<td>2.9</td>
<td>$2.338 \times 10^{-2}$</td>
</tr>
<tr>
<td>Var Epa Parzen</td>
<td>100</td>
<td>100</td>
<td>$\frac{1.1}{100}$</td>
<td>1.1</td>
<td>$2.181 \times 10^{-2}$</td>
</tr>
<tr>
<td>Var Epa SVM</td>
<td>100</td>
<td>9</td>
<td>$\frac{2.9}{100}$</td>
<td>2.9</td>
<td>$2.095 \times 10^{-2}$</td>
</tr>
<tr>
<td>1st Parzen</td>
<td>100</td>
<td>100</td>
<td>$\frac{1.4}{100}$</td>
<td>1.4</td>
<td>$2.154 \times 10^{-2}$</td>
</tr>
<tr>
<td>1st SVM</td>
<td>100</td>
<td>24</td>
<td>$\frac{2.75}{100}$</td>
<td>2.75</td>
<td>$2.105 \times 10^{-2}$</td>
</tr>
<tr>
<td>Var 1st Parzen</td>
<td>100</td>
<td>100</td>
<td>$\frac{1.4}{100}$</td>
<td>1.4</td>
<td>$2.152 \times 10^{-2}$</td>
</tr>
<tr>
<td>Var 1st SVM</td>
<td>100</td>
<td>5</td>
<td>$\frac{2.75}{100}$</td>
<td>2.75</td>
<td>$1.966 \times 10^{-2}$</td>
</tr>
<tr>
<td>3rd Parzen</td>
<td>100</td>
<td>100</td>
<td>$\frac{1.0}{100}$</td>
<td>1.0</td>
<td>$2.178 \times 10^{-2}$</td>
</tr>
<tr>
<td>3rd SVM</td>
<td>100</td>
<td>4</td>
<td>$\frac{2.1}{100}$</td>
<td>2.1</td>
<td>$2.041 \times 10^{-2}$</td>
</tr>
<tr>
<td>Var 3rd Parzen</td>
<td>100</td>
<td>100</td>
<td>$\frac{1.0}{100}$</td>
<td>1.0</td>
<td>$2.177 \times 10^{-2}$</td>
</tr>
<tr>
<td>Var 3rd SVM</td>
<td>100</td>
<td>4</td>
<td>$\frac{2.1}{100}$</td>
<td>2.1</td>
<td>$2.053 \times 10^{-2}$</td>
</tr>
<tr>
<td>GMM</td>
<td>100</td>
<td>2</td>
<td>$\frac{5.860}{100}$</td>
<td>5.860</td>
<td>$3.806 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

Table 4: Performance of the SVM algorithm, Parzen’s windows, and the GMM algorithm for various kernels and 100 training points.
<table>
<thead>
<tr>
<th></th>
<th>points</th>
<th>nsv</th>
<th>$\sigma$</th>
<th>$\gamma$</th>
<th>$L_{1p}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lap Parzen</td>
<td>60</td>
<td>60</td>
<td>.72</td>
<td></td>
<td>$8.635 \times 10^{-3}$</td>
</tr>
<tr>
<td>Lap SVM</td>
<td>60</td>
<td>30</td>
<td>$\frac{\sigma}{\sqrt{60}}$</td>
<td>.85</td>
<td>$8.176 \times 10^{-2}$</td>
</tr>
<tr>
<td>Var Lap Parzen</td>
<td>60</td>
<td>60</td>
<td>.68</td>
<td></td>
<td>$8.335 \times 10^{-3}$</td>
</tr>
<tr>
<td>Var Lap SVM</td>
<td>60</td>
<td>31</td>
<td>1.25</td>
<td></td>
<td>$8.145 \times 10^{-3}$</td>
</tr>
<tr>
<td>Gaus Parzen</td>
<td>60</td>
<td>60</td>
<td>.72</td>
<td></td>
<td>$7.182 \times 10^{-3}$</td>
</tr>
<tr>
<td>Gaus SVM</td>
<td>60</td>
<td>7</td>
<td>$\frac{\sigma}{\sqrt{60}}$</td>
<td>1.0</td>
<td>$5.690 \times 10^{-3}$</td>
</tr>
<tr>
<td>Epa Parzen</td>
<td>60</td>
<td>60</td>
<td>2.24</td>
<td></td>
<td>$6.997 \times 10^{-3}$</td>
</tr>
<tr>
<td>Epa SVM</td>
<td>60</td>
<td>13</td>
<td>$\frac{\sigma}{\sqrt{60}}$</td>
<td>3.8</td>
<td>$8.212 \times 10^{-3}$</td>
</tr>
<tr>
<td>Var Epa Parzen</td>
<td>60</td>
<td>60</td>
<td>2.16</td>
<td></td>
<td>$6.926 \times 10^{-3}$</td>
</tr>
<tr>
<td>Var Epa SVM</td>
<td>60</td>
<td>11</td>
<td>$\frac{\sigma}{\sqrt{60}}$</td>
<td>3.39</td>
<td>$7.840 \times 10^{-3}$</td>
</tr>
<tr>
<td>1st Parzen</td>
<td>60</td>
<td>60</td>
<td>1.8</td>
<td></td>
<td>$7.265 \times 10^{-3}$</td>
</tr>
<tr>
<td>1st SVM</td>
<td>60</td>
<td>8</td>
<td>$\frac{\sigma}{\sqrt{60}}$</td>
<td>2.3</td>
<td>$5.151 \times 10^{-3}$</td>
</tr>
<tr>
<td>Var 1st Parzen</td>
<td>60</td>
<td>60</td>
<td>1.68</td>
<td></td>
<td>$6.981 \times 10^{-3}$</td>
</tr>
<tr>
<td>Var 1st SVM</td>
<td>60</td>
<td>8</td>
<td>$\frac{\sigma}{\sqrt{60}}$</td>
<td>2.3</td>
<td>$5.095 \times 10^{-3}$</td>
</tr>
<tr>
<td>3rd Parzen</td>
<td>60</td>
<td>60</td>
<td>1.2</td>
<td></td>
<td>$7.049 \times 10^{-3}$</td>
</tr>
<tr>
<td>3rd SVM</td>
<td>60</td>
<td>6</td>
<td>$\frac{\sigma}{\sqrt{60}}$</td>
<td>1.8</td>
<td>$6.076 \times 10^{-3}$</td>
</tr>
<tr>
<td>Var 3rd Parzen</td>
<td>60</td>
<td>60</td>
<td>1.2</td>
<td></td>
<td>$7.038 \times 10^{-3}$</td>
</tr>
<tr>
<td>Var 3rd SVM</td>
<td>60</td>
<td>7</td>
<td>$\frac{\sigma}{\sqrt{60}}$</td>
<td>1.8</td>
<td>$6.004 \times 10^{-3}$</td>
</tr>
<tr>
<td>GMM</td>
<td>60</td>
<td>4</td>
<td></td>
<td></td>
<td>$2.250 \times 10^{-2}$</td>
</tr>
</tbody>
</table>

Table 5: Performance of the SVM algorithm, Parzen’s windows, and the GMM algorithm for various kernels and 60 training points.
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