
http://www.jstor.org

Bias Reduction of Maximum Likelihood Estimates
Author(s): David Firth
Source: Biometrika, Vol. 80, No. 1, (Mar., 1993), pp. 27-38
Published by: Biometrika Trust
Stable URL: http://www.jstor.org/stable/2336755
Accessed: 22/05/2008 14:38

Your use of the JSTOR archive indicates your acceptance of JSTOR's Terms and Conditions of Use, available at

http://www.jstor.org/page/info/about/policies/terms.jsp. JSTOR's Terms and Conditions of Use provides, in part, that unless

you have obtained prior permission, you may not download an entire issue of a journal or multiple copies of articles, and you

may use content in the JSTOR archive only for your personal, non-commercial use.

Please contact the publisher regarding any further use of this work. Publisher contact information may be obtained at

http://www.jstor.org/action/showPublisher?publisherCode=bio.

Each copy of any part of a JSTOR transmission must contain the same copyright notice that appears on the screen or printed

page of such transmission.

JSTOR is a not-for-profit organization founded in 1995 to build trusted digital archives for scholarship. We enable the

scholarly community to preserve their work and the materials they rely upon, and to build a common research platform that

promotes the discovery and use of these resources. For more information about JSTOR, please contact support@jstor.org.

http://www.jstor.org/stable/2336755?origin=JSTOR-pdf
http://www.jstor.org/page/info/about/policies/terms.jsp
http://www.jstor.org/action/showPublisher?publisherCode=bio

























	Cover Page
	Article Contents
	p.[27]
	p.28
	p.29
	p.30
	p.31
	p.32
	p.33
	p.34
	p.35
	p.36
	p.37
	p.38

	Issue Table of Contents
	Biometrika, Vol. 80, No. 1, Mar., 1993
	Front Matter
	Editorial [p.1]
	Bayes and Likelihood Calculations from Confidence Intervals [pp.3-26]
	Bias Reduction of Maximum Likelihood Estimates [pp.27-38]
	Bayes Linear Methods for Grouped Multivariate Repeated Measurement Studies with Application to Crossover Trials [pp.39-59]
	Diagnostic Plots for Improved Parameterization in Bayesian Inference [pp.61-74]
	Nonparametric Spline Regression with Prior Information [pp.75-88]
	Commonality of Cusum, von Neumann and Smoothing-Based Goodness-of-Fit Tests [pp.89-98]
	Leverage, Local Influence and Curvature in Nonlinear Regression [pp.99-106]
	Empirical Likelihood Estimation for Finite Populations and the Effective Usage of Auxiliary Information [pp.107-116]
	Disturbance Smoother for State Space Models [pp.117-126]
	Analysis of Binary Data from a Multicentre Clinical Trial [pp.127-139]
	A Likelihood-Based Method for Analysing Longitudinal Binary Responses [pp.141-151]
	A Framework for Consistent Prediction Rules Based on Markers [pp.153-164]
	A Method for Estimating the Age-Specific Relative Risk of HIV Infection from AIDS Incidence Data [pp.165-178]
	Tests for Change-Points with Epidemic Alternatives [pp.179-191]
	Stopping Rules and Estimation for Recapture Debugging with Unequal Failure Rates [pp.193-201]
	Minimum Aberration Designs with Two-Level and Four-Level Factors [pp.203-209]
	Balanced Repeated Replications Based on Orthogonal Multi-Arrays [pp.211-221]
	On Secant Approximations to Cumulative Distribution Functions [pp.223-235]
	Miscellanea
	On Robust Estimation in Logistic Case-Control Studies [pp.237-241]
	The Bias of Estimators of Causal Spatial Autoregressive Processes [pp.242-245]
	On the Performance of Box-Counting Estimators of Fractal Dimension [pp.246-252]

	Back Matter



