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Abstract: The use of parallel tempering or replica exchange molecular dynamics (REMD)
simulations has facilitated the exploration of free energy landscapes for complex molecular
systems, but application to large systems is hampered by the scaling of the number of required
replicas with increasing system size. Use of continuum solvent models reduces system size
and replica requirements, but these have been shown to provide poor results in many cases,
including overstabilization of ion pairs and secondary structure bias. Hybrid explicit/continuum
solvent models can overcome some of these problems through an explicit representation of
water molecules in the first solvation shells, but these methods typically require restraints on
the solvent molecules and show artifacts in water properties due to the solvation interface. We
propose an REMD variant in which the simulations are performed with a fully explicit solvent,
but the calculation of exchange probability is carried out using a hybrid model, with the solvation
shells calculated on the fly during the fully solvated simulation. The resulting reduction in the
perceived system size in the REMD exchange calculation provides a dramatic decrease in the
computational cost of REMD, while maintaining a very good agreement with results obtained
from the standard explicit solvent REMD. We applied several standard and hybrid REMD methods
with different solvent models to alanine polymers of 1, 3, and 10 residues, obtaining ensembles
that were essentially independent of the initial conformation, even with explicit solvation. Use of
only a continuum model without a shell of explicit water provided poor results for Ala3 and Ala10,
with a significant bias in favor of the R-helix. Likewise, using only the solvation shells and no
continuum model resulted in ensembles that differed significantly from the standard explicit
solvent data. Ensembles obtained from hybrid REMD are in very close agreement with explicit
solvent data, predominantly populating polyproline II conformations. Inclusion of a second shell
of explicit solvent was found to be unnecessary for these peptides.

Introduction
The potential energy surfaces of biological systems have long
been recognized to be rugged, hindering conformational
transitions between various local minima. This sampling

problem can preclude success even when a sufficiently
accurate Hamiltonian of the system is used in the simulations.
Thus, a significant effort has been put into devising efficient
simulation strategies that locate low-energy minima for these
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complex systems. Conformational sampling was recently
reviewed1 and is also the subject of a recent special journal
issue.2

One approach that has seen a recent increase in the use of
biomolecular simulation is the replica exchange method.3-5

In replica exchange molecular dynamics (REMD)6 (also
called parallel tempering3), a series of molecular dynamics
simulations (replicas) are performed for the system of
interest. In the original form of REMD, each replica is an
independent realization of the system, coupled to a heat bath
at a different temperature. The temperatures of the replicas
span a range from low values of interest (such as 280 K or
300 K) up to high values (such as 600 K) at which the system
can rapidly overcome potential energy barriers that would
otherwise impede conformational transitions on the time scale
simulated.

At intervals during the otherwise standard simulations,
conformations of the system being sampled at different
temperatures are exchanged based on a Metropolis-type
criterion7 that considers the probability of sampling each
conformation at the alternate temperature (described in more
detail in Methods). In this manner, REMD is hampered to a
lesser degree by the local minima problem, since simulations
at low temperature can escape kinetic traps by “jumping”
directly to alternate minima being sampled at higher tem-
peratures. Likewise, the structures sampled at high temper-
atures can anneal by being transferred to successively lower
temperatures. Moreover, the transition probability is con-
structed such that the canonical ensemble properties are
maintained during each simulation, thus providing potentially
useful information about conformational probabilities as a
function of temperature. Due to these advantages, REMD
has been applied to studies of peptide and small protein
folding.3,6,8-16

For large systems, however, REMD becomes intractable
since the number of replicas needed to span a given
temperature range increases with the square root of the
number of degrees of freedom in the system.17-20 Several
promising techniques have been proposed19,21-23 to deal with
this apparent disadvantage to REM.

The method chosen to treat solvent effects can have a
direct impact on the system size and thus the computational
requirement of employing REMD. Explicit representation of
solvent molecules significantly increases the number of atoms
in the simulated system, particularly when the solvent box
is made large enough to enclose unfolded conformations of
peptides and proteins. The growth in system size results in
the need for many more replicas to span the same tempera-
ture range. This increase in computational cost is in addi-
tion to that added by the need to calculate forces and inte-
grate equations of motion for the explicit solvent mole-
cules.

Continuum solvent models such as the semianalytical
Generalized Born (GB) model24 estimate the free energy of
solvation of the solute based on coordinates of the solute
atoms. The neglect of explicit solvent molecules can
significantly reduce the computational cost of evaluating
energies and forces for the system, but a larger effect with
REMD can arise from the reduction in the number of replicas

due to the fewer degrees of freedom. This factor can
determine whether REMD is a practical approach to model
the system. For example, in the 10-residue peptide model
presented below, 40 replicas are needed when the solvent is
included explicitly, while only 8 are sufficient for the same
peptide with a continuum solvent model. Larger systems
would be expected to show even greater differences; the
number of peptide atoms increases approximately linearly
with sequence length, while the volume of a sphere (and
thus the number of solvent atoms) needed to enclose
extended conformations increases with the peptide length
to the third power. Thus one can roughly estimate that
the difference in number of replicas required for explicit
vs continuum solvation of a system will increase with
the number of solute degrees of freedom to the3/2
power.

Continuum solvent models are thus an attractive approach
to enabling the study of larger systems with REMD. Among
the various models that have been developed, the GB
approach is commonly used with molecular dynamics due
to its computational efficiency, permitting use at each time
step. However, these models can also have significant
limitations. Since the atomic detail of the solvent is not
considered, modeling specific effects of structured water
molecules can be challenging. In the case of protein and
peptide folding, it appears likely that the current generation
of GB models do not have as good a balance between
protein-protein and protein-solvent interactions as do the
more widely tested explicit solvent models.25,26 More par-
ticularly, it has been reported12,26-28 that ion pairs were
frequently too stable in the GB implicit water model, causing
salt bridged conformations to be oversampled in MD
simulations, thus altering the thermodynamics and kinetics
of folding for small peptides. A clear illustration was given
by Zhou and Berne26 who sampled the C-terminalâ-hairpin
of protein G (GB1) with both a surface-GB (SGB)29

continuum model and an explicit solvent. The lowest free
energy state with SGB was significantly different from the
lowest free energy state in the explicit solvent, with incorrect
salt bridges formed at the core of the peptide, in place of
hydrophobic contacts. Zhou extended this study on GB1 by
examining several force field-GB model combinations, with
all GB models tested showing erroneous salt-bridges.27

The more rigorous models based on Poisson-Boltzmann
(PB) equations are generally considered to be more accurate.
Historically, the increased cost of evaluating solvation free
energy with these methods results in their use primarily to
postprocess a small number of conformations, or snapshots
sampled during an MD simulation in the explicit solvent.30

However, some researchers have reported using PB as a
solvent model for molecular dynamics simulation.31,32 PB
approaches do not necessarily overcome the difficulty of
modeling nonbulk effects in the first solvation shells.

To benefit from the efficiency of implicit solvents while
incorporating these first shell effects, several hybrid explicit/
implicit models have been proposed. These typically employ
the explicit solvent only for the first 1-2 solvation shells of
the solute, often surrounded by a continuum representation
of various types.33-45 However, these methods have draw-
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backs in that the explicit water typically must be restrained
to remain close to the solute to avoid diffusion into the “bulk”
continuum. These restraints as well as the boundary effects
at the explicit/implicit interface can have a dramatic effect
on solute behavior. In a recent implementation, Lee et al.
employed a hybrid TIP3P/GB solvation model with excellent
results,41 but they pointed out drawbacks typical for these
models, such as the need for a fixed solute volume and shape
for the solvation cavity, preventing large-scale conforma-
tional changes of the type that is necessary for detailed
analysis of conformational ensembles using enhanced sam-
pling techniques such as REMD. In addition, they demon-
strated that solvent properties such as radial density and
dipole distributions showed significant artifacts due to
boundary effects.

Recognizing that the main difficulty in applying REMD
with the explicit solvent lies in the number of simulations
required, rather than just the complexity of each simulation,
we propose a new approach in which each replica is
simulated in the explicit solvent using standard methods such
as periodic boundary conditions and inclusion of long-range
electrostatic interactions. However, the calculation of ex-
change probabilities (which determines the temperature
spacing and thus the number of replicas) is handled differ-
ently. Only a subset of closest water molecules is retained,
while the remainder istemporarilyreplaced by a continuum
representation. The energy is calculated using the hybrid
model, and the exchange probability is determined. The
original solvent coordinates are then restored, and the
simulation proceeds as a continuous trajectory with fully
explicit solvation. This way the perceived system size for
evaluation of exchange probability is dramatically reduced
and fewer replicas are needed.

An important difference from the existing hybrid models
is that our system is fully solvated throughout the entire
simulation, and thus the distribution functions and solvent
properties should not be affected by the use of the hybrid
model in the exchange calculation. In addition, no restraints
of any type are needed for the solvent, and the solute shape
and volume may change since the solvation shells are
generated for each replica on the fly at every exchange
calculation. Nearly no computational overhead is involved
since the calculation is performed infrequently as compared
to the normal force evaluations. Thus the hybrid REMD
approach can employ more accurate continuum models that
are too computationally demanding for use in each time step
of a standard molecular dynamics simulation.

In this study we have tested the hybrid REMD method on
varying lengths of polyalanine peptides (dipeptide, tetra-
peptide, and Ala10). Many helical design studies have used
polyalanines with charged residues,46-48 N-capping,49 and
C-capping interactions50 to solubilize the peptides and
stabilize helical structure. Recently, experimental studies with
CD, NMR, and UV resonance Raman have been able to
characterize a primarily polyproline type II (PII) structure in
short polyalanines51-53 and in the denatured state of longer
alanine peptides.54 MD simulations of polyalanines have
further substantiated these experimental observations.38,55The
quality of the solvent model is expected to be critically

important since it has been proposed that specific solvation
of backbone amide groups plays a key role in the stabilization
of PII conformations.55,56

For each peptide we first obtained conformation ensembles
using standard REMD in explicit solvent. We used these data
as a reference in order to remove the influence of the protein
force field parameters from this study of solvation models.
For each sequence, two sets of REMD simulations in the
explicit solvent were run with different initial conformations
until convergence was indicated by reasonable agreement
between the data sets. For example, the populations of
conformation clusters in the two Ala10 runs in the TIP3P
solvent were highly correlated (R2)0.974), demonstrating
high similarity not only in the types of structures sampled
in these two simulations but also in their probability in these
independently generated ensembles. This level of conver-
gence gives us confidence that the differences we observe
between the various solvent models are predominantly due
to solvation effects and not poorly converged ensembles with
large uncertainties in the resulting data.

We then employed pure GB REMD simulation using both
models available in Amber (GBHCT 57 and GBOBC 58,59) as well
as the hybrid REMD approach using the same GB models.
We also performed REMD where only the first 1 or 2
solvation shells were retained for the exchange calculations
(without a continuum model). Comparison of these results
to each other and to the standard explicit solvent REMD
results provides insight into the performance of the GB
models, the improvement obtained by retaining the first
solvation shell in the calculation of exchange probability (the
hybrid model), and the need for the reaction field surrounding
the solvation shells.

We compared ensemble distributions of properties such
as chain end-to-end distance, backboneφ/ψ free energy
maps, and cluster populations among the methods. While
all of the solvation models provided similar results for alanine
dipeptide, the GB models failed to reproduce the TIP3P
ensemble data for Ala3 and Ala10 even at a qualitative level,
providing ensembles that were dominated byR-helical
conformations. Simulations using hybrid REMD using
GBOBC and only a single shell of explicit water were in
good accord with the reference simulations, with a high
degree of similarity between structure populations
(R2)0.93), with lack of significantR-helix, and a strong
preference for PII conformation. This agreement was obtained
despite a significant reduction in computational cost; for
Ala10, 40 replicas were used for standard REMD in TIP3P,
while only 8 were needed for pure GB or hybrid GB/TIP3P
REMD.

Methods
Replica Exchange Molecular Dynamics (REMD).We
briefly summarize the key aspects of REMD as they relate
to the present study. In standard Parallel Tempering or
Replica Exchange Molecular Dynamics,3,6 the simulated
system consists ofM noninteracting copies (replicas) atM
different temperatures. The positions, momenta, and tem-
perature for each replica are denoted by{q[i], p[i], Tm}, i )
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1,...,M; m ) 1,..., M. The equilibrium probability for this
generalized ensemble is

where the HamiltonianH(p[i],q[i]) is the sum of kinetic energy
K(p[i]) and potential energyE(q[i]). For convenience we
denote{p[i],q[i]} at temperatureTm by xm

[i] and further define
X ) {x1

[i(1)], ..., xM
[i(M)]} as one state of the generalized

ensemble. We now consider exchanging a pair of replicas.
Suppose we exchange replicasi and j, which are at
temperaturesTm andTn, respectively,

To maintain a detailed balance of the generalized system,
microscopic reversibility has to be satisfied, thus giving

where F(XfX′) is the exchange probability between two
statesX andX′. With the canonical ensemble, the potential
energyE rather than total HamiltonianH will be used simply
because the momentum can be integrated out. Inserting eq
1 into eq 3, the following equation for the Metropolis
exchange probability is obtained:

In practice, several replicas at different temperatures are
simulated simultaneously and independently for a chosen
number of MD steps. Exchange between a pair of replicas
is then attempted with a probability of success calculated
from eq 4. If the exchange is accepted, the bath temperatures
of these replicas will be swapped, and the velocities will be
scaled accordingly. Otherwise, if the exchange is rejected,
each replica will continue on its current trajectory with the
same thermostat temperature.

As we described above, one of the major limitations of
REM is that the number of replicas needed to span a
temperature range grows proportionally to the square root
of number of degrees of freedom in the simulated system.
While a more rigorous analysis of the acceptance probability
in REM trials has been given recently using a Gaussian
energy distribution model,20,60one can also approximate from
eq 4 that the overall exchange probabilityPacc is proportional
to exp(-∆T2/T2), which implies that a greater acceptance
ratio requires a smaller temperature gap∆T or a more dense
temperature distribution to reach. On the other hand,∆T
should be as large as possible so as to span a wide
temperature range with a small number of replicas. The
relationship can be estimated through consideration of
potential energy fluctuations of two replicas sampling at the
target temperature Tn and Tn-1 (Figure 1). The instantaneous
energy fluctuationδE in a given simulation at temperature
T scales asxfT, and the average energy gap∆E between
two neighboring replicas is proportional tof∆T, wheref is
the number of degrees of freedom and∆T ) Tn - Tn-1.
Obtaining a reasonable acceptance ratio relies on keeping

the replica energy gap comparable to the energy fluctuations,
thus ∆E/δE should be near unity. Since∆E/δE is propor-
tional to ∆Txf/T, the acceptable temperature gap between
neighboring replicas therefore decreases with larger systems
as ∆T∼1/xf, and more simultaneous simulations are
needed to cover the desired temperature range.

Model Systems and Simulation Details.We simulated
three polyalanine sequences: alanine dipeptide (Ala1), alanine
tetrapeptide (Ala3), and polyalanine (Ala10), all with acety-
lated and amidated N- and C-termini, respectively. All
simulations employed the Amber ff99 force field,61,62 with
modifications63 to reduceR-helical bias. Explicit solvent and
hybrid REMD used the TIP3P water model.64 The standard
REMD simulations in explicit solvent and in pure GB were
run using our REMD implementation as distributed in Amber
(version 8).65 The hybrid solvent REMD calculations were
performed with a locally modified version of Amber 8. All
bonds involving hydrogen were constrained in length using
SHAKE.66 The time step was 2 fs. Temperatures were
maintained using weak coupling67 to a bath with a time
constant of 0.5 ps-1.

Secondary structure basin populations for central residues
were calculated based onφ/ψ dihedral angle pairs. The
dihedral angle ranges defining for those regions are provided
in Table S1. The solvent accessible surface areas (SASA)
for simulated peptides were calculated using the gbsa) 2
option in AMBER. The end-to-end distances for Ala10 were
calculated between CR atoms of Ala2 and Ala9 (omitting
terminal residues) using the ptraj module of Amber. Cluster
analysis for Ala10 was performed using moil-view,68 using
backbone RMSD for Ala2-9 and a similarity cutoff of 2.5
Å.

Explicit Solvent REMD. The Ala10 peptide inR-helical
conformation was solvated in a truncated octahedral box
using 983 TIP3P water molecules for a total of 3058 atoms.
The system was equilibrated at 300 K for 50 ps with
harmonic positional restraints on solute atoms, followed by
minimizations with gradually reduced solute positional
restraints and three 5 ps MD simulations with gradually
reduced restraints at 300 K. Long-range electrostatic interac-
tions were calculated using PME.69 Simulations were run in
the NVT ensemble.

Forty replicas were used at temperatures ranging from 267
K to 571 K, which were optimized to give a uniform
exchange acceptance ratio of∼30%. Exchange between
neighboring temperatures was attempted every 1 ps, and each

W(p[i],q[i],Tm) ) exp{- ∑
i)1

M 1

kBTm

H(p[i],q[i])} (1)

X ) { ...;xm
[i];...;xn

[j];...} fX′ ) { ...;xm
[j];...;xn

[i];...} (2)

W(X)F(XfX′) ) W(X′)F(X′fX) (3)

F ) min (1, exp{( 1
kBTm

- 1
kBTn

)(E(q[i]) - E(q[j]))}) (4)

Figure 1. Schematic diagram illustrating the energy fluctua-
tions for simulations at two temperatures for neighboring
replicas. To obtain high exchange probabilities, the energy
fluctuations δE in each simulation should be of comparable
magnitude to the mean energy difference ∆E.
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REMD simulation was run for 50 000 exchange attempts (50
ns). The first 5 ns of each simulation was discarded to remove
the initial structure bias.

To provide a stringent test of data convergence for greater
conformational diversity expected for Ala10, two sets of
REMD simulations were performed, starting from different
initial conformations. In one set, all replicas were started
from a fully R-helical conformation; in the other an extended
conformation was employed. In the case of Ala1 and Ala3,
lower bounds for uncertainty were estimated by separating
the full simulation data into halves and reporting the
difference between values calculated for each half.

A similar procedure was used for Ala1 and Ala3. Ala1 was
solvated in a truncated octahedral box using 341 TIP3P water
molecules. Ala3 required 595 water molecules. For both
systems the same equilibration procedure as used for Ala10

was employed. To cover the same temperature range 20
replicas for Ala1 and 26 replicas for Ala3 were needed. Both
systems were simulated for∼40 000 exchanges, and the first
5000 exchange attempts were discarded as equilibration.

Implicit Solvent REMD. Solvent effects were calculated
through the use of two Generalized Born implementations
in Amber (GBHCT and GBOBC (note that GBOBC is model 2
in ref 59)). Two sets of intrinsic Born radii were used, both
adopted from Bondi70 with modification of hydrogen.71

Unless otherwise noted, the GBHCT model was used with the
mbondi radii, and the GBOBC model was employed with
mbondi2 radii (as recommended in Amber). Scaling factors
were taken from the TINKER modeling package.72 No cutoff
on nonbonded interactions was used. All other simulation
parameters were the same as used in explicit solvent.

For Ala10, the use of the continuum solvent model resulted
in a total of 109 atoms considered explicitly in the simula-
tions (∼28 times fewer than in the explicitly solvated
system). The much smaller system size permitted the use of
8 replicas to cover the same temperature range that required
40 replicas in the explicit solvent, while obtaining the same
30% exchange acceptance probability. Exchanges were
attempted every 1 ps, and the REMD simulation was run
for 50 000 exchange attempts (50 ns). Simulations were
initiated with the same two initial conformation ensembles
as were used for the explicit solvent REMD calculations,
with comparison of the two runs providing a lower bound
for the uncertainty in resulting data. For Ala1 and Ala3 the
same approach was used, with 4 replicas used to cover the
temperature space for each system. Simulations were run for
50 000 exchange attempts, and the first 5000 exchanges were
discarded.

Hybrid Solvent REMD. All simulation parameters in the
hybrid solvent REMD simulations were the same as those
employed for standard REMD in the explicit solvent, with
the exception that the number of replicas (8 for Ala1, Ala3,
and Ala10) and the target temperatures were the same as those
used for the pure GB REMD simulations for Ala10. It is
important to note that the hybrid solvent model was used
only for calculation of exchange probability; the simulations
themselves were performed on fully solvated systems with
truncated octahedral periodic boundary conditions and PME
for the calculation of long-range electrostatic interactions.

We determined the number of water molecules to retain
in the hybrid model based on analysis of the number of
waters in the first solvation shell of Ala10 in the ensemble
of structures sampled in the standard REMD explicit solvent
simulations. We found that 100 water molecules were
sufficient even for the most extended conformations (data
not shown). Thus this number was used for all replicas and
all exchanges. For Ala1, 30 water molecules were enough
to incorporate the first solvation shell and 60 water molecules
for the first and second solvation shells. These numbers
increase to 50 waters and 100 waters for the first solvation
shell and the first and second solvation shells of Ala3,
respectively. Ala1 and Ala3 hybrid simulations were run for
∼30 000 exchanges, and the first 5000 were discarded.

At each exchange step, the distance between the oxygen
atom of each water molecule and all solute atoms was
calculated. Water molecules were then sorted by their closest
solute distance, and all water molecules except theX with
the shortest solvent-solute distances were temporarily
discarded (whereX is the number of waters retained in each
system, as described above). The energy of this smaller
system was then recalculated using only these close waters
and the GB solvent model. This energy was used to calculate
the exchange probability, and then all waters were restored
to their original positions and the simulations were continued
(Figure 2). In this manner the simulations using the hybrid
solvent model were continuous simulations with fully sol-
vated PBC/PME, and the hybrid model was used only for
the calculation of exchange probabilities.

Results and Discussion
Comparison of Exchange Efficiency for Hybrid and
Standard REMD in Ala 10. Even though REMD has become
a useful tool to improve conformational sampling, REMD
simulations are highly computationally expensive, particu-
larly when the solvent is treated explicitly. The increase in
cost arises not only from the additional effort involved in
calculating forces in a given simulation but also from the
increase in the number of simulations (replicas) needed to
span a particular temperature range. This increase is due to
the much larger number of degrees of freedom present in
the explicitly solvated system as compared to that in
continuum solvent models. In the case of Ala10, our largest
model system, the number of replicas needed to span the
range of 267 K to 571 K increases from 8 to 40 when
switching from implicit to explicit solvation.

We evaluated the utility of the hybrid solvent model during
the calculation of the exchange probability on several levels,
using Ala10 as its size is most relevant to the larger systems
that would benefit most from this method. First, we validated
that fewer replicas were needed to obtain efficient exchange
with the hybrid model as compared to the number required
when retaining the full periodic box of explicit water
molecules during the exchange probability calculation (eq
4). Efficient exchanges were obtained with the hybrid model
even when using the same number of replicas as was needed
for the pure continuum solvent REMD simulations. Next,
we evaluated whether the use of the hybrid model affected
the data obtained from the simulations, with particular
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emphasis on the conformational distributions sampled by the
model peptides. These distributions were also compared to
those obtained for REMD with only the continuum solvent
model.

An important benefit of REMD is the ability to obtain
improved sampling at low temperatures of interest by
exchanging conformations with higher temperature simula-
tions that have less likelihood to become kinetically trapped.
As described in Methods, the probability of the successful
exchange of conformations between two temperatures de-
pends on the overlap in potential energy distributions at those
temperatures. Figure 3 shows the potential energy distribu-
tions for each temperature for sets of simulations with explicit
solvent (A) and those with GB (B) between 267 K and 571
K. The graph illustrates why fewer replicas are required for
the GB model; the energy range spanned is smaller for the
smaller system, and fewer replicas are still able to achieve
the required overlap. In contrast, when the explicit solvent
model is used with only the 8 replica temperatures that are
successful with GB, no significant overlap in the distributions
is observed (Figure 3C).

Based on Figure 3, exchanges between replicas at neigh-
boring temperatures are expected to occur with a high
probability when using 40 replicas in explicit solvent or 8
replicas with GB. No exchanges are expected for the explicit
solvent with only 8 replicas. Figure 4 shows the temperature
histories of the first 2 replicas in the same explicit solvent
and GB REMD simulations as were shown in Figure 3. As
expected, the replicas visited all available temperatures during
the run (the other replicas showed similar behavior and are
not shown for clarity). However, the explicit solvent REMD
with only 8 replicas showednoexchanges even after 25 000
attempts (25 ns simulation), and all replicas remained at their
initial temperatures. This REMD simulation is identical to

8 standard MD simulations at different temperatures, and
therefore no sampling improvement is obtained. Thus, in
order for replicas to sample a range of temperatures, more
replicas (and significantly more computational resources) are
required for simulations in the explicit solvent. Reducing this
requirement while maintaining fully explicitly solvated
simulations is the goal of our hybrid model.

These exchange efficiencies are all consistent with previ-
ously reported REMD simulations and the known scaling
with system size of the number of replicas required for
efficient exchange. In our case these data provide an

Figure 2. Schematic description of hybrid solvent REMD. The fully solvated Ala10 (with truncated octahedral boundary conditions)
is simulated between exchanges (left). The exchange energy is calculated by retaining only the closest 100 waters (center),
with bulk solvent properties calculated using the GB solvation model. After the exchange calculation the explicit solvent is restored,
and the dynamics continues under periodic boundary conditions. This approach allows on the fly calculation of the solvation
shell, whose shape adjusts automatically to the solute conformation (top: R-helical structure, bottom: extended structure). As
a result, many fewer replica simulations are required.

Figure 3. Potential energy distributions for Ala10 simulations
over a range of temperatures using (A) explicit solvent REMD
with 40 replicas, (B) GB REMD with 8 replicas, and (C) explicit
solvent REMD with 8 replicas using the same temperature
distribution as GB REMD. GB simulations involve fewer
degrees of freedom and are able to span the energy range
with fewer replicas. In contrast, no overlap is obtained when
using explicit solvent with the same replica and temperature
selection as GB. This implies that no exchanges would be
permitted, and the benefits of REMD would be lost.
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important context for evaluation of the use of hybrid
solvation models during the calculation of exchange prob-
ability. We performed REMD simulations using the same
explicitly solvated system as shown above, but with only
the 8 replicas/temperatures that gave an efficient exchange
with pure GB solvation. With standard REMD, this system
showed no overlap in potential energy distributions and was
unable to generate any successful exchanges (Figure 4C).
We employed the hybrid solvent model only for calculation
of the exchange probability (eq 4) for this fully explicit
solvent system. The distributions of the potential energies
for the different temperatures during 10 000 exchange
attempts (10 ns) are shown in Figure 5. Use of the hybrid
solvent model permits the simulations to achieve nearly the
same level of energy distribution overlap as we obtained for

the pure GB model. Consistent with this observation, multiple
exchanges are observed despite the relatively small number
of replicas employed. The replicas are able to traverse the
entire temperature range on the nanosecond time scale. It is
interesting to note that this is more rapid than seen for the
standard REMD explicit solvent run, most likely due to the
larger temperature step taken with each successful exchange
with the hybrid solvent model (due to larger∆T between
neighboring replicas). The standard REMD run requires more
exchanges to traverse the same total temperature range. This
suggests that the hybrid calculation may have additional
advantages beyond simply reducing the number of replicas
as compared to the standard REMD; however, such an
analysis is outside the scope of the present article.

Analysis of Conformational Sampling in Hybrid and
Standard REMD. After establishing the ability of the hybrid
REMD model to reduce the number of replicas required to
obtain efficient exchanges, we examined the ability of the
hybrid approach to reproduce ensemble data obtained with
standard REMD in the explicit solvent. We also investigated
whether the reaction field beyond the solvation shells is
required, and the dependence of the results on the number
of solvation shells included in the exchange calculation. For
the larger Ala10, the computational demands of obtaining
high-precision data for various hybrid models (which require
fully solvated simulations) prevented exhaustive testing.
Thus, these more detailed tests were performed on the smaller
models alanine dipeptide (blocked Ala1) and alanine tetra-
peptide (blocked Ala3).

Alanine Dipeptide. We first compared results obtained
for the standard REMD with TIP3P to those from 2 different
GB models as well as to TIP3P but using the hybrid solvent
model for calculation of exchange probability. The hybrid
model employed either a first solvent shell (30 TIP3P waters)
or first and second shells (60 waters). The population of
minima corresponding to alternate secondary structure types
(see Methods for details) are shown in Table 1. The largest
population is found for the polyproline II basin (∼35%),
followed by anR-helix and aâ-sheet (each∼25%), and a
much lower population of a left-handedR-helix or turn
conformation (1-3%). We make the observation that all of
these solvent models provide essentially the same results.
Use of either GBOBC or GBHCT with no explicit solvent either
in MD or in the exchange calculation provides populations
for each of the basins with an error of∼2% population as
compared to the standard REMD in the explicit solvent.
Similarly, the average SASA is nearly identical for all
models. These data indicate that the hybrid model is at least
performing adequately and does not have any obvious and
serious problems and that similar results are obtained for
either the first and second solvation shells or only the first
shell. This insensitivity is expected since the GB simulations
adequately reproduced the explicit solvent data with no
explicit solvent shell. The insensitivity of the results to
solvent model strongly indicates that alanine dipeptide is not
a good test case for evaluation of the effects of inclusion of
explicit solvent.

Alanine Tetrapeptide. We next turn to results from
alanine tetrapeptide to evaluate whether the agreement

Figure 4. Temperature histories for Ala10 replicas using (A)
explicit solvent with 40 replicas, (B) GB with 8 replicas, and
(C) explicit solvent with 8 replicas. For clarity only the first
two replicas for A and B and only the first 5000 exchanges of
B are shown. Consistent with the potential energy distributions
shown in Figure 3, exchanges are only obtained when
sufficient overlap in potential energy distributions is present.
If too few replicas are used (C), the result is a series of
standard MD simulations.

Figure 5. Potential energy distributions (A) and temperature
histories of 2 Ala10 replicas (B) using 8 replicas in periodic
boxes with fully explicit solvent but with the hybrid solvent
model for calculation of exchange probability. Use of the
hybrid model gives overlap between neighboring temperatures
and allows replicas to span a range of temperatures, in sharp
contrast to the total lack of exchanges for the same simulated
system with standard REMD (Figures 3C and 4C). For clarity
only the first 10 000 exchanges are plotted, and only 2 replicas
are shown in the lower figure.
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between all solvent models tested for alanine dipeptide is
maintained in larger systems. In Table 2 we show populations
for secondary structure basins for the central alanine residue
using standard REMD with explicit solvent, GBOBC or
GBHCT. Data are also shown for several hybrid models, as
discussed below.

For standard REMD in explicit solvent, we observe that
the populations have not changed significantly from those
obtained for alanine dipeptide, with a slight increase in
population of the polyproline II conformation that dominates
the ensemble. In this case, however, we observe that both
of the pure GB models are in significant disagreement with
TIP3P, with R-helical conformations dominating the en-
semble (over 50% for each GB model). The two GB models
are similar to each other. Overstabilization of salt bridges in
GB has been reported,12,26,27but no salt bridges are present
in this system.

Next, we performed REMD simulations in explicit solvent,
but retain only the first (50) or the first and second (100)
solvation shells in the exchange calculation. Importantly, no
GB model was included in these simulations. Using only a
single solvation shell results in a significant bias in favor of
R-helical conformations (41% vs∼24% for standard REMD),
much too little polyproline II conformation and nearly three
times theRL/turn conformation than was sampled in standard
REMD. Inclusion of a second shell (without GB) resulted
in an even greater shift of the ensemble toward turn
structures. Notably, both of these shell models show a
significantly smaller average SASA than obtained with
standard REMD in the explicit solvent, consistent with a
drive toward compact conformations that reduce the water/
vacuum interface that is present without a reaction field to
surround the solvent shells.

We next examine the data obtained from the hybrid model
in which GB solvation was employed in addition to shells
of explicit solvation. We note that all of these models are in

significantly better agreement with the standard TIP3P
REMD data, regardless of the GB method or number of
shells. The more recent GBOBC model performed best, with
errors in population of only∼3% for all basins with the
exception of theR-helix conformation with the first and
second shell model, which had an error that was less than
5%. The average SASA was also in excellent agreement with
standard REMD. We conclude that this hybrid model is
significantly better than the pure GB REMD or inclusion of
only the solvation shells with no reaction field. The addition
of a second shell in the exchange calculation appears to make
no significant difference as compared to a single shell.

As described above, the MD simulations between ex-
changes in the hybrid model are performed with full explicit
solvation. We thus do not need to restrain the explicit water,
and since the solvation shells are surrounded by bulk explicit
solvent, we expect no effect on the water geometries as have
been reported when using a hybrid GB+explicit water model
for dynamics.41 To test this hypothesis, we calculated the
radial distribution function for water oxygens around the
carbonyl oxygen in the central Ala2 and found that the
function obtained in the hybrid model was indistinguishable
from that in the standard REMD in the explicit solvent
(Figure S1). Since these data are obtained from the entire
set of structures, this close agreement is also a further
indicator of the similarity of the ensembles obtained using
hybrid or standard REMD.

The hybrid model using GBHCT performed comparably to
GBOBC when only a single shell was used, but the first+second
shell model showed a marked reduction in theR-helix
conformation (from 23.5% to 14.9%). This was accompanied
by an increase in the average SASA. These effects with
GBHCT are even more apparent in Ala10 and will be discussed
in more detail below.

Polyalanine (Ala10). The conformational variability avail-
able to Ala10 is significantly greater than for alanine dipeptide

Table 1. Populations of Basins on the Alanine Dipeptide φ/ψ Energy Landscape Corresponding to Alternate Secondary
Structures, along with Average Solvent Accessible Surface Areasa

alanine dipeptide R â PII RL SASA

explicit solvent 28.1 ( 1.0 25.1 ( 0.1 36.2 ( 0.5 2.6 ( 0.1 355.8 ( 0.0
GBOBC 29.3 ( 0.8 26.5 ( 0.5 35.1 ( 0.2 0.7 ( 0.1 356.5 ( 0.0
GBHCT 28.5 ( 0.2 27.6 ( 0.1 34.0 ( 0.2 0.8 ( 0.2 356.5 ( 0.1
hybrid first shell + GBOBC 29.7 ( 1.8 24.7 ( 0.4 35.0 ( 1.5 2.5 ( 0.1 355.8 ( 0.1
hybrid first and second shells + GBOBC 30.3 ( 1.5 24.7 ( 0.3 36.0 ( 0.2 1.3 ( 0.8 355.9 ( 0.1

a The results for the pure GB and hybrid REMD models are all similar to those obtained using standard REMD with full explicit solvent.

Table 2. Data for the Central Alanine in Alanine Tetrapeptide (Blocked Ala3)a

alanine tetrapeptide R â PII RL SASA

explicit solvent 23.6 ( 0.1 23.4 ( 1.3 40.2 ( 1.4 5.1 ( 0.1 565.3 ( 0.1
GBOBC 50.5 ( 2.4 17.5 ( 0.9 22.9 ( 0.6 1.1 ( 0.4 557.4 ( 1.0
GBHCT 57.8 ( 1.0 15.2 ( 0.2 18.2 ( 0.4 1.2 ( 0.1 552.4 ( 0.4
hybrid first shell noGB 41.4 ( 0.8 13.5 ( 0.9 23.4 ( 1.0 13.1 ( 0.8 552.7 ( 0.1
hybrid first and second shells noGB 29.5 ( 0.2 14.1 ( 0.2 24.1 ( 0.5 23.4 ( 0.3 550.8 ( 0.2
hybrid first shell GBOBC 21.6 ( 0.9 21.2 ( 0.2 41.1 ( 0.3 7.6 ( 1.0 563.2 ( 0.1
hybrid first and second shells GBOBC 28.3 ( 1.7 22.2 ( 0.9 37.7 ( 0.2 3.8 ( 0.1 563.8 ( 0.2
hybrid first shell + GBHCT 23.5 ( 1.1 22.1 ( 0.8 42.8 ( 1.0 2.3 ( 0.0 566.4 ( 0.2
hybrid first and second shells + GBHCT 14.9 ( 0.2 25.6 ( 0.1 49.4 ( 0.4 1.9 ( 0.4 569.6 ( 0.1

a Populations of basins on the φ/ψ energy landscape corresponding to alternate secondary structures are shown, along with average solvent
accessible surface areas. Data are discussed in the text.
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or tetrapeptide. We thus performed a more stringent evalu-
ation of data convergence in this case to ensure that the
differences we observe between the different solvent models
are statistically significant. We performed two completely
independent REMD simulations for each of the solvent
models, in each case starting from 2 different initial
ensembles (fully extended or fully helical). This allows us
to evaluate the influence of the solvent model within the
context of intrinsic uncertainties in each data set.

We also consider separately the localφ/ψ conformations
and more global properties of this larger peptide, such as
end-to-end distance distributions and conformation cluster
analysis.

Comparison of Local Conformational Preferences.In
Table 3 we show secondary structure basin populations for
the central Ala5 residue. Free energy surfaces for these
simulations are provided in Figure S2. For the reference
standard REMD simulations in explicit solvent, the polypro-
line II conformation is again favored with the same∼40%
population as we obtained for alanine dipeptide and tet-
rapeptide. In comparison, both GB models show a very large
bias in favor ofR-helix conformations (∼70-80%).

Consistent with the results obtained for alanine tetra-
peptide, the GBHCT hybrid model favors extended conforma-
tions with large SASA too strongly (â and PII), despite the
bias in favor of anR-helix for the pure GBHCT simulations.
This suggests that the explicit water shell is solvated too
strongly by this GB model. The GBOBC hybrid model shows
a more balanced profile in good agreement with the full
TIP3P data. The strong bias favoring anR-helix in the pure
GBOBC model is nearly completely eliminated when a single
solvent shell is retained, although some remains with
approximately 10% too muchR-helix present in the GBOBC

hybrid.
In addition to differences in the method for calculating

GB effective Born radii, the GBHCT and GBOBC simulations
employed different intrinsic Born radii (denoted in Amber
as mbondi and mbondi2 sets, respectively), consistent with
recommendations for these models. To determine the relative
influence of these two differences, we repeated the calcula-
tions, swapping the GB models and radii (GBHCT with
mbondi2, GBOBC with mbondi). We found that the results
depended nearly exclusively on the set of radii and were
less sensitive to the GB models themselves (data not shown).
This is consistent with the aim of the GBOBC model, which
was designed to provide improved properties for larger
systems than our current model.58 We note that the strong
bias toward extended structures seen in the hybrid models

using mbondi radii likely arises from the use of 0.8 Å for
hydrogen atoms bonded to oxygen. In the more recent
mbondi2 set, this value was restored to the default Bondi
value of 1.2 Å. This larger value appears to have an improved
balance of hydrogen bonding of the explicit solvent to the
solute or to the bulk (continuum) solvent.

Comparison of Global Structural Properties. Our
analysis of alanine dipeptide and tetrapeptide focused on local
backbone conformation; in the larger Ala10 we supplement
this analysis with more global properties of the chain. We
calculated the end-to-end distance distributions for Ala10 in
the 300 K ensembles obtained from each of the different
REMD simulations. In Figure 6 we show the results of the
2 explicit solvent REMD simulations that were initiated from
fully R-helical or extended conformations, respectively. A
broad distribution of distances is observed, suggesting that
no particular conformation is preferred, consistent with the
local backbone preferences for the central Ala5. Consistent
with the small uncertainties in theφ/ψ basin populations,
we observe that the initial conformation has essentially no
effect on the distribution, indicating that the REMD simula-
tions are well-converged on this time scale. Similar behavior
is observed for other temperatures. As expected, standard
MD simulations at 300 K were trapped near the initial
conformation on this time scale (data not shown).

In Figure 6, we show the distance distributions at 300 K
obtained from GB REMD using the two GB models (HCT
and OBC). In contrast to the relatively flat profiles seen in
the explicit solvent REMD data, a sharp peak near 11 Å is
obtained using either GB model, with essentially no sampling
of extended conformations with end-to-end distances greater
than ∼15-20 Å, unlike the explicit solvent REMD that
shows a nearly flat distribution out to∼22 Å. This is
consistent with the strong bias towardR-helix in the pure
GB models as shown in Table 3. The bias is somewhat less
pronounced with the GBOBC model than with GBHCT. We
note that these differences between the various solvent
models are much larger than the differences obtained from
alternate initial conformations using the same solvent model.

In Figure 6 we also show end-to-end distance distributions
at 300 K obtained from REMD with the same hybrid
variations shown in Table 3, each of which retained only
the first shell (100 closest) water molecules combined with
different GB models in the exchange calculation. When
GBHCT was used in the hybrid model (Figure 6C), the
distributions differ significantly from the reference explicit
solvent REMD data, consistent with the large increase in
polyproline II backbone conformations and average SASA

Table 3. Data for the Central Ala5 in Blocked Ala10
a

Ala10 R â PII RL SASA

explicit solvent 24.9 ( 0.8 19.5 ( 0.6 39.5 ( 0.4 8.4 ( 2.0 1195.4 ( 5.6
GBOBC 67.8 ( 1.8 8.3 ( 0.7 12.5 ( 0.8 4.2 ( 0.1 1098.6 ( 0.4
GBHCT 83.1 ( 0.1 3.2 ( 0.1 5.0 ( 0.0 2.3 ( 0.1 1038.3 ( 1.6
hybrid GBOBC +first shell 35.7 ( 6.2 17.3 ( 0.2 29.0 ( 5.3 6.6 ( 0.7 1140.8 ( 4.4
hybrid GBHCT + first shell 12.3 ( 0.2 28.3 ( 0.3 50.5 ( 1.2 2.1 ( 1.1 1275.4 ( 2.5
hybrid GBOBC′ + first shell 29.8 ( 1.6 18.5 ( 1.6 34.3 ( 0.5 8.9 ( 0.3 1167.8 ( 2.5

a Populations of basins on the φ/ψ energy landscape corresponding to alternate secondary structures are shown, along with average solvent
accessible surface areas. GBOBC′ refers to the hybrid model using GBOBC with slight adjustment of the Born radius on H bonded to O. Uncertainties
reflect differences between independent simulations from different initial structures. Data are discussed in the text.
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for this model shown in Table 3. This bias toward more
extended conformations in the hybrid using GBHCT is also
consistent with what we observed for alanine tetrapeptide
(Table 2).

We next analyzed the distributions obtained from the
GBOBC hybrid model (Figure 6D). In this case, much better
agreement with the reference data is seen than with either
GBOBC alone or the explicit/GBHCT hybrid. However, the
sampling of the most extended conformations (longest end-
to-end distances) is slightly reduced in the hybrid REMD
simulations.

The good convergence of our data suggested the possibility
of using it for minor empirical adjustment of the mbondi2
values for use with the GBOBC hybrid model. We adjusted
the radii of hydrogen bonded to either N or O by 0.05 Å.
Modification of H on N had little effect on the resulting
distributions (data not shown), but reduction of the radius
of H on O from 1.2 to 1.15 Å (GBOBC′) resulted in an end-
to-end distance distribution in improved agreement with
standard explicit solvent REMD data (Figure 6E and Table
3). This slight reduction in the hydrogen radius is consistent
with the increased electronegativity of oxygen.71 This change

does not affect the pure GB calculations since Ala10 has no
H bonded to O.

The GBOBC′ hybrid model showed improved agreement
with the pure TIP3P data, with all basin populations within
5% of the standard explicit solvent REMD. Some slight bias
favoring anR-helix at the expense of some polyproline II
conformation remains in this model and will be the subject
of future investigation. We repeated the simulations of
alanine dipeptide and tetrapeptide using this modified radius
and found that the populations (Table S2) remained in good
agreement with standard REMD with explicit solvent.

Since the backbone conformation populations suggest that
the PII basin is the global free energy minimum in both the
standard explicit solvent and the hybrid solvent models
(Table 3 and Figure S2), we performed cluster analysis to
determine the extent to which this local preference was
reflected in the conformation of the entire polymer chain.
Once again we compare results from independent ensembles
generated by REMD with different initial conformations to
ensure the convergence of our data.

The most populated cluster for Ala10 at 300 K in both
standard explicit solvent REMD runs was an extended PII

conformation (over 98% of the local backbone conformations
in this cluster are PII, data not shown). This fully PII cluster
comprised∼20% of the overall ensemble in both explicit
solvent simulations (19.5% vs 21.2%). Representative struc-
tures for the clusters obtained from the independent simula-
tions differed by only 1.3 Å in backbone RMSD (Figure 7A).
Once again, the high level of consistency between the data
sets and independence of not only the conformation but also
the absolute population of the clusters give us confidence in
the converged nature of our data. The relatively low
population of this cluster in both simulations is also consistent

Figure 6. Ala10 end-to-end distance distributions at 300 K
obtained in REMD using alternate solvent models (red): (A)
pure GBHCT, (B) pure GBOBC, (C) hybrid REMD with GBHCT

and mbondi radii, (D) hybrid REMD with GBOBC and mbondi2
radii (HO ) 1.2 Å), and (E) hybrid REMD with GBOBC′ (mbondi2
radii with HO ) 1.15 Å). In each case the results are inde-
pendent of initial conformation (solid/dashed lines). Data from
standard REMD with explicit solvent are shown in each graph
for comparison (black).

Figure 7. Representative structures for the most populated
clusters in 300 K ensembles obtained using various solvent
models. (A) Very similar PII structures are obtained from 2
independent standard REMD simulations with explicit solvent,
initiated in extended and fully helical conformations. (B)
Comparison of structures from GBOBC and TIP3P. GBOBC

prefers R-helical conformations, in disagreement with explicit
solvent simulations. (C) Using GBOBC′ with the hybrid model
provides structures in close agreement with standard REMD
in TIP3P. Terminal residues were not included in the cluster
analysis.
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with the broad distribution of end-to-end distances (Figure
6). A more detailed analysis of the ensemble of structures
sampled by Ala10 will be presented elsewhere, but this
preference for PII conformations is consistent with the
experimental and simulation reports described previously.

As was demonstrated with the analyses presented above,
the pure GBHCT and GBOBC REMD simulations do not
reproduce the data obtained in the explicit solvent, nor are
they consistent with experimental data. The most populated
cluster in both cases is fullyR-helical (Figure 7B shows the
GBOBC structure), comprising∼48% of the overall ensemble
for GBHCT and 25.4% for GBOBC. This analysis is consistent
with the R-helical bias apparent in the Ramachandran free
energy surfaces shown in Figure S2.

We next performed cluster analysis on the ensembles
obtained with the GBOBC′ hybrid model with modified
mbondi2 radii. Consistent with the standard explicit solvent
REMD runs, the most populated cluster at 300 K was also
an extended PII conformation. Representative structures were
within 1.5 Å backbone RMSD from those obtained in the
explicit solvent (Figure 7C), again suggesting that the hybrid
model is able to capture the dominant effects of the explicit
solvent in the exchange calculation despite the need for many
fewer replicas.

Since the most populated clusters were in close agreement
between both TIP3P REMD simulations and the GBOBC′

hybrid model, we compared the populations of all clusters
observed. Smith et al. showed73 that cluster analysis of
simulations was a much more stringent test of convergence
than other measures that they tested, including energy,
RMSD, or diversity of hydrogen bonds sampled. This was
particularly useful when analyzing coordinate sets obtained
by merging two independent trajectories. They examined the
5 ns dynamics of an 11-residue peptide and showed that the
two trajectories sampled essentially none of the same clusters.

We adapted this approach to our analysis, but we
emphasize not only just the existence of conformation
families in two data sets but also the fractional population
of each cluster in 300 K ensembles sampled in independent
simulations. All trajectories from TIP3P REMD, GBOBC

REMD, and hybrid GBOBC′ simulations were combined, and
the resulting data set was clustered. A total of 44 clusters
contained 99% of the structures; the fraction of the ensemble
corresponding to each cluster was calculated for each REMD
simulation. We compared the population of each cluster in
the different ensembles, including those generated with the
same or different solvent models.

First we evaluated the convergence of our standard REMD
simulations with TIP3P by comparing cluster sizes between
the independent runs with different initial conformations
(extended and fullyR-helical). Not only were the same
conformations sampled in each run (20.3(0.9%), but the
populations of clusters in each ensemble were highly
correlated (Figure 8A,R2)0.974 and a slope of 1.02). This
indicates that the relative population of each structure type
is highly converged in these data sets.

In stark contrast, when the TIP3P and GBOBC ensembles
are compared, no correlation between cluster populations is
observed (Figure 8B,R2)0.075), and the largest cluster in

each (∼20%) has less than 2% population in the other model.
Much better results are obtained from the GBOBC′ hybrid data,
with a correlation coefficient of 0.935 with the standard
TIP3P REMD data (Figure 8C). All clusters larger than 5%
have the same rank order in the two models. There is a
relatively small difference in the size of the single cluster
that is the largest for both models (15.9(0.6% and 20.3(0.9%
for hybrid and standard TIP3P REMD, respectively). This
corresponds to an error of only 0.15 kcal/mol for the free
energy of this cluster between the two models, compared to
the 0.05 kcal/mol difference obtained between data sets from
the same model. For comparison, the error in the free energy
of this conformation using GB was more than 10 times larger
(1.6 kcal/mol).

Since the standard explicit solvent REMD and hybrid
solvent using GBOBC′ have the same most populated cluster,
we investigated the time scale required for each model to
adopt this conformation as the dominant member of their
ensemble. This is important since the standard REMD
simulation employed many more replicas, possibly facilitat-
ing an earlier location of the PII conformation that would
then be adopted in the lowest temperature ensembles. In
Figure 9 we show the fractional size of this cluster in the
structures sampled as a function of time for the standard
REMD and the hybrid REMD, including data from both
initial conformations in each model. Data are shown at 300
K, and the first 5 ns were discarded in each case to remove
biasing of the populations by the initial conformations that
were not sampled at later points. The level of agreement is
impressive; the long-time averages for both simulations of
the 2 models are all∼20%, with convergence to this value
occurring at approximately 5 ns in all cases (in addition to
the 5 ns that were discarded).

Conclusions
We introduced a new variant of replica exchange molecular
dynamics in which simulations are performed with a fully
explicit representation of the solvent, but those solvent
molecules beyond the first solvation shell are replaced with
a continuum description only for the purpose of calculating
the exchange probability. This reduces the effective system

Figure 8. Cluster populations at 300 K from REMD for TIP3P
Run1 vs Run2 (A), TIP3P Runs 1&2 vs GBOBC Runs 1&2 (B),
and TIP3P Runs 1&2 vs hybrid GBOBC′ Runs 1&2. High
correlations between individual TIP3P simulations and be-
tween TIP3P and hybrid simulations are observed, with the
difference in the largest cluster in (C) corresponding to an
error in free energy of only 0.15 kcal/mol. No correlation
between TIP3P and GBOBC is observed; note also in plot (B)
that the largest cluster in each solvent model has very low
population in the other model (indicated by arrows).
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size governing the number of replicas required to span a
given temperature range and therefore significantly reduces
the computational cost of REMD simulations. This approach
is similar in spirit to hybrid explicit/continuum models that
have been proposed for use during each step of MD
simulation; in the present case, however, the solvent is fully
explicit during the dynamics, and no restraints are needed
to maintain a solvation shell. However, since the Hamiltonian
used for the exchange differs from that employed during
dynamics, these simulations are approximate and are not
guaranteed to provide correct canonical ensembles. It is
important to determine the extent to which this approximation
affects the resulting ensembles; in this article we introduce
the method and investigate some of these effects on several
short alanine-based peptides.

Recently, another approach to reducing the number of
replicas required for explicit solvent REMD simulations was
proposed74 in which the water-water interaction energy was
temperature-dependent. That study employed alanine dipep-
tide as a model to show that their less computationally
demanding method provided a similar ensemble to that
obtained with the standard REMD. In the present work we
show that alanine dipeptide conformations are nearly insensi-
tive to the solvent models that we tested, with results from
the full explicit solvent, two different GB models, and several
hybrid models all providing similar ensembles. In contrast,
several of these models provided ensembles for the longer
peptides that were in significant disagreement with the
standard REMD in the explicit solvent, indicating that larger
model systems should be included in evaluation of solvent
models.

We further tested the method by calculation of confor-
mational ensembles of Ala10 using the TIP3P explicit solvent
model, two GB models available in Amber, and hybrid
variants using TIP3P and each GB model, all using the same

underlying protein force field parameters. Ensembles from
standard REMD in the explicit solvent were considered the
standard, and convergence of this data set was validated by
a high correlation (R2)0.974) between the fractional popula-
tions of conformation families in simulations initiated with
completely different initial structure ensembles. While a
broad distribution of conformations was sampled, the pre-
dominant cluster for Ala10 adopted a PII structure. This
preference is consistent with reported experimental and
computational results for short polyalanine peptides.75

Simulations using the hybrid model with GBOBC were in
excellent agreement with the reference data for local
backbone conformations, end-to-end distance, SASA, and
populations of each conformation family in the ensemble.
The difference in population in the largest cluster indicates
that the hybrid model introduced an error of less than 0.2
kcal/mol in free energy while reducing the computational
expense by a factor of 5.

In contrast, REMD using only the GB models provided
ensembles that bore no resemblance to the reference data,
with the GB ensembles incorrectly dominated byR-helical
conformations. This may be indicative of general errors in
these GB models, or they may arise from neglect of the
structure in the first solvation shells of the peptide. Mezei
et al. recently reported55 free energy calculations using
explicit solvent, showing that solvation strongly favors the
PII conformation over anR-helix. Solvation free energy was
shown to be highly correlated with the energy of interaction
between the peptide and its first solvation shell.

It is important to note that several challenges remain for
more general use of the proposed hybrid approach. In
particular, the present work studied the effects on alanine-
based peptides. Future studies should be performed on other
sequences with a more diverse representation of functional
groups in the side chains. In particular, it will be important
to determine whether the hybrid model is able to overcome
known issues with GB models and ions pair interactions.
The inclusion of explicit counterions in the exchange
calculation may also be problematic. Additionally, we
demonstrated that inclusion of a single shell of explicit water
was sufficient for alanine dipeptide and analine tetrapeptide.
In both cases similar results were obtained using one or two
shells, but we were unable to perform these comparisons
for Ala10. Although our approach reduces the number of
replicas required for REMD, the simulations are still fully
solvated during each step of MD and obtaining well
converged data requires a significant investment of compu-
tational resources.

The results obtained from these model systems provide
additional evidence that explicit representation of water in
the first solvation shell can significantly improve the
performance of the GB continuum models, providing data
similar to standard REMD with a fully explicit solvent but
at a greatly reduced cost. This reduction in computational
requirements can enable simulations on longer time scales
for the same system size or permit application of REMD to
the study of much larger systems. We also showed that use
of one or two explicit solvent shells alone was inadequate
and that adding a reaction field was essential for obtaining

Figure 9. Population of the cluster corresponding to poly-
proline II helix (Figure 7) as a function of time for REMD
simulations in explicit solvent, with the 2 independent simula-
tions using the full system energy in the exchange calculation
shown in black/red and the GBOBC hybrid shown in green/
blue. At ∼5 ns, all four simulations converge to a population
of 16-20% (the largest cluster in each of the ensembles),
with a slightly lower population in the hybrid models that is
consistent with Figure 8C.
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reasonable results. Adaptation of this method to other
continuum models (such as the more rigorous PB) should
be straightforward. Since the continuum solvent is only used
for the infrequent exchange calculations, models that are too
complex for use at each step of dynamics can be readily
employed.
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