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A novel Monte Carlo algorithm for polarizable force fields: Application
to a fluctuating charge model for water
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In this Monte Carlo algorithm for polarizable force fields, the fluctuating charges are treated as
special degrees of freedom subject to a secondary low-temperature thermostat in close analogy to
the extended Lagrangian formalism commonly used in molecular dynamics simulations of such
systems. The algorithm is applied to Berne's SPC{B{nple point charge—fluctuating chayge
model for water. The robustness of the algorithm with respect to the temperature of the secondary
thermostat and to the fraction of fluctuating-charge moves is investigated. With the new algorithm,
the cost of Monte Carlo simulations using fluctuating-charge force fields increases by less than an
order of magnitude compared to simulations using the parent fixed-charge force field998
American Institute of Physic§S0021-96068)51409-7

Most standard molecular force fields model the elec-erations are required only once for every time step. Medeiros
tronic structure of atoms, ions and molecules using partiahnd CostasS have suggested a Monte Carlo scheme which
point charges located on well-defined sites in the moleculanpdates the electronic structure of only the molecule which is
frame. Commonly, the values of these charges remain fixedisplaced. However, polarizability is a many-body effect,
throughout the simulations, i.e. they do not change dependind Medeiros and Costas do not show that their procedure
ing on their environment. Thus the fixed charges are effecsatisfies the detailed balance condition.
tive parameters reflecting the average environment of the The more elegant solution to maintaining the adiabatic
particular phase for which they have been derived. This limdimit in molecular dynamics simulations is the “on-the-fly”
its the applicability and transferability of fixed-charge mod- optimization pioneered by Car and Parrinéffan this ap-
els. For example, the failure of fixed-charge water models tgroach, the fluctuating chargésr the electronic densipyare
deal with changes in environment has now been weltreated as additional dynamical variablésith fictitious
documented ™ For situations where the electronic fields aremass and kinetic energyand an extended Lagrangian for-
strong and heterogeneous, the next level of transferable amdalism is used to solve the equations of motidh-*° The
accurate force fields has to incorporate models in which thelectronic configuration fluctuates around the adiabatic
electronic structure of molecules can respond to environmenvalue, i.e. it is not exactly in its ground state. However, the
tal changes. In the case of water, this demand has now bedluctuations are random and can be made small by maintain-
met with the upsurgance of many dipole-polarizablend  ing a sufficiently low(kinetic) temperature for the fluctuating
fluctuating-chargé** models. charges® The use of an electronic temperature %K is

In polarizable and fluctuating-charge models it is as-typical in molecular dynamics simulations of fluctuating-
sumed that the system remains always in its electronicharge models®?°
ground statdadiabatic limi}. There are two principle alter- The underlying idea of the algorithm proposed here is to
natives to satisfying this requirement. The first is to use amimimick the Car-Parrinello approach in the context of a
iterative procedure to minimize the electronic energy at evMonte Carlo framework. Like in the molecular dynamics
ery change of configuratiofmolecular dynamics time step case, the fluctuating charges are treated as additional degrees
or single Monte Carlo moyé'2-14As has been pointed out of freedom and two different temperaturesiclear,T, and
by Frenkel and Smit® the iterative procedure has to be car- electronic or fluctuating-df¢,, with T;<T) are specified. In
ried out to high accuracy to avoid a systematic drag force iraddition to conventional movesay, translations and rota-
molecular dynamics simulations. Similarly, a very high ac-tions) for the nuclear degrees of freedom, a new type of
curacy is required in Monte Carlo simulations to satisfy themove has to be used to update the electronic configuration,
detailed balance condition. Iterative schemes have been usedch as fluctuating charges or dipole polarizabilities. The ac-
in Monte Carlo simulations, but the fact that the electronicceptance probability for nuclear moves is calculated u3ing
structure should be optimized at every mdve. N times per  while Ty, is used for fluctuating-charge moves. In the follow-
cycle) makes this method extremely computer intensive andng description of the fluctuating-charge move, we focus on
compares very unfavorably to molecular dynamics where itthe use of Berne’'s SPC-F@imple point charge-fluctuating
charge model for water, which contains three fluctuating
Sauthor to  whom  correspondence  should be addresseaCharge sites? However, it should be pointed out that the

E-mail: siepmann@chem.umn.edu principle is very general and can easily be adapted to other
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TABLE I. Potential energyE, Lennard-Jones energl, ;, Coulombic energyE., and polarization energy,
Ugq, (in units of kJ motl) and average dipole mome(ih units of Deby# for different temperatures of the
secondary thermostaly, (in units of K), and for different ratios of fluctuating-charge versus standard moves,
Rsq - The subscript gives the statistical uncertainty in the last @git

qu qu E ELJ EC Efq M
5.0 1 —-47.8 +20.4, ~1194 4 +51.2, 3.132,
5.0 10 4738, +19.9, —~118.4 5 +50.7 3.123,
0.5 1 —47.7, +20.0, —117.64 +50.0, ¢ 3.117
0.5 10 —48.4 +21.9, 1246, +54.3 3.16%
0.05 1 —48.0, +19.8, ~116.6, +48.9 3.113
0.05 10 —48.4, +21.4 —123.1 5 +53.3 3.155

polarizable force fields. The fluctuating-charge move em-<rease by factors of 1.9 and 9.6, respectively, compared to a
ploys a symmetricunderlying Markov matrix, so that the simulation of the fixed-charge SPC modéhnd the increase
standard Metropolis acceptance rules can be applied to sat independent of system size. This small increase in com-
isfy the detailed balance conditiéh?? The first step is to puter time compares very favorably with Monte Carlo simu-
randomly select the type of move to be attempted. For dations using an iterative procedure for which an increase by
system consisting of rigid water molecules in the canonicak factor of 60 has been reported for a system containing 128
ensemble, translational, rotational, and fluctuating charggolarizable molecule¥
moves are required. The second step is the random selection The calculated energies are reported in Table I. The av-
of the trial molecule. If the fluctuating-charge move has beererage potential energies of all simulations are close to
selected in the first step, the third step is the random selec-48 kJ/mol and the difference between the largest and
tion of one of the three partial chargésn the water mol- smallest value is less than 2%. However, the spread in the
ecule. The value of this charge is now changed by anindividual contributions to the potential energy is larger. In
amount, dg, uniformly selected from the range comparison, Ricket all? reported an average potential en-
(= dmax; TAGnay, Wheredgn,y, is the maximum displace- ergy of —42 kJ/mol and a polarization energy of
ment, which can be adjusted to yield a desired acceptanceé 32 kJ/mol for their molecular dynamics simulations of the
rate. If we use the constraint that each water molecule has t8PC-FQ model. The differences are most likely caused by
be neutral, the other two charges on the selected moleculeése different treatments of the long-range electrostatic
are changed by-dg/2.%® This constrained charge transfer interactions?® For Ti,=5K, the results forR,=1 and 10
constitutes the trial displacement. Now the change irare indistinguishable, whereas for the lovigy the higher
Coulombic and polarization energies caused by the triatatio seems to yield a lower potential energy, and the results
displacement has to be evaluated and the move is theflor T,=0.5 and 0.05 K are in good agreement. The distri-
accepted/rejected using the standard Metropolis acceptanbations of the fluctuating charges are shown in Fig. 1. First
rule with qu.21 of all, the distributions for the two hydrogens are indistin-
In this work we have used the SPC-FQ water modelguishable which is a good indication for sufficient sampling
proposed by Berne and co-workéPsThe model contains of the fluctuating-charge degrees of freedom. Secondly, the
three fluctuating charges located on the hydrogen and oxywidths of the distributions are very similar irrespective of the
gen atomic sites, one Lennard-Jones site on the oxygen amdlues ofTyy andRy,. Thus, the width is mainly caused by
has the saméfixed) internal geometry as the popular SPC the heterogeneous liquid environment and not by thermal
model?* The potential energy of ah-molecule system is

the sum of the Lennard-Jones part, the intermolecular Cou- 0.18 — T
lomb part, and the intramolecular polarization energy as ~

given by Eq. 2.16 of Ref. 10. A molecule-based spherical [ / \\

potential truncation aroo>10.5 A is employed for the 012 7 N

Lennard-Jones and Coulomb interactions and analytical tail
corrections are added for the Lennard-Jones Pdrt.addi-
tion, an inner cut-off is used which prevents any two non- VAR
bonded sites from approaching to closer than 1.5 A. All 0.06 =
simulations were carried out in the canonical ensemble with P
500 molecules af =298.15 K andp=1.00 g cm 3. Produc- VAR
tion periods consisted of $Monte Carlo cyclegor 5x 10’ oo L e 7
Monte Carlo moves Standard deviations were calculated by 1.5 10 05 0.0 0.5 1.0
dividing the simulations into 10 blocks. q el

Six sets of simulations were performed in which the
fluctuating-charge temperatuf&,=5, 0.5, or 0.05 K and (upper part, for T=5 K andRy,= 10 (middle parl, and forT=0.05 K

the ratio ﬂUCt!Jating'Charge versus standard m(ﬁ%& 1 O andRy,=10 (lower par}. Solid, dotted and dashed lines are used for the
10) were varied. FoR,=1 and 10 the computer time in- fluctuating charges on hydrogen 1, hydrogen 2, and oxygen.

P(q)

FIG. 1. Distributions of the fluctuating charges fof,=5 K and Ri;=1
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40— different electronic temperatures is very satisfactory. Lower
electronic temperatures yield a slightly lower potential en-
ergy caused by increased polarization of the fluctuating
charges.
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%|n Ref. 10 an Ewald sum is used for the long-range electrostatic energy.
Since this paper is only concerned with the testing of the fluctuating-
charge Monte Carlo algorithm, we have not included the Ewald sum. Use
of an Ewald sum is straightforward in Monte Carlo calculations and it has
been used, for example, in Refs. 13 and 14.
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FIG. 3. Oxygen-hydrogen radial distribution functions fog=5K and Riq=1 take approximately 60 hours on a Silicon Graphics R10000 pro-
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