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Comparing Atomistic Simulation Data With the NMR
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ABSTRACT Simulated molecular dynamics tra-
jectories of proteins and nucleic acids are often
compared with nuclear magnetic resonance (NMR)
data for the purposes of assessing the quality of the
force field used or, equally important, trying to
interpret ambiguous experimental data. In particu-
lar, nuclear Overhauser enhancement (NOE) inten-
sities or atom-atom distances derived from them
are frequently calculated from the simulated en-
sembles because the distance restraints derived
from NOEs are the key ingredient in NMR-based
protein structure determination. In this study, we
ask how diverse and nonnative-like an ensemble of
structures can be and still match the experimental
NOE distance upper bounds well. We present two
examples in which simulated ensembles of highly
nonnative polypeptide structures (an unfolded state
ensemble of the villin headpiece and a high-tempera-
ture denatured ensemble of lysozyme) are shown to
match fairly well the experimental NOE distance
upper bounds from which the corresponding native
structures were derived. For example, the unfolded
ensemble of villin headpiece, which is on average
0.90 = 0.13 nm root-mean-square deviation away
from the native NMR structure, deviates from the
experimental restraints by only 0.027 nm on aver-
age. However, this artificially good agreement is
largely a consequence of 1) the highly nonlinear
effects of r—¢ (or r—3) averaging and 2) focusing only
on the experimentally observed set of NOE bounds.
Namely, in addition to the experimentally observed
NOEsSs, both simulated ensembles (especially the vil-
lin ensemble) also predict a large number of NOEs,
which are not seen in the experiment. If these are
taken into account, the agreement between simula-
tion and experiment gets markedly worse, as it
should, given the nonnative nature of the underly-
ing simulated ensembles. In light of the examples
given, we conclude that comparing experimental
NOE distance restraints with large simulated en-
sembles provides just by itself only limited informa-
tion about the quality of simulation. Proteins 2006;
63:210-218. ©2006 Wiley-Liss, Inc.
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INTRODUCTION

Molecular dynamics simulations have been developed
with the aim to provide a microscopic picture in terms of
space and time behind the ensemble- and time-averaged
phenomena that are typically seen in the experiment. The
relationship between simulation and experiment is one of
mutual interdependence. On the one hand, the molecular
force fields and the sampling methods used for simulations
are calibrated and tested against experimental data. On
the other hand, simulations are often used for interpreting
experimental results in terms of atomistic models. Nuclear
magnetic resonance (NMR) is one of the premier experimen-
tal methods for studying the structure and dynamics of
biomolecules.'~® Naturally, the NMR observables such as
chemical shifts, 3J-coupling frequencies, nuclear Over-
hauser enhancement (NOE) intensities, relaxation param-
eters, and residual dipolar couplings or quantities derived
from these such as NOE distance upper bounds and order
parameters are often calculated from simulated trajecto-
ries and compared with their experimental counter-
parts. 2!

The NOE intensities are particularly important in this
respect, because they directly depend on the interatomic
distances in the molecules studied. The prescription for
calculating NOEs and distance bounds derived from them
based on a given ensemble of simulated structures is
straightforward:

1. locate the pairs of nuclei that show an NOE in the
experiment;

2. follow their dynamics;

3. user % (or r~®) averaging of the internuclear distance r
to obtain predicted average distances which can be

compared with the corresponding NMR-derived dis-
tanceS.8'13’18’21’22

Alternatively, a computationally much more complex relax-
ation matrix approach?®2* can be used to obtain NOE
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intensities that can be directly compared with experimen-
tally observed intensities.

The strong dependence of the NOE intensity on the
internuclear distance introduces a known complication in
that the ensemble-averaged NOE values are strongly
dominated by the short distances in the ensemble. In other
words, r~ ¢ averaging of the internuclear distances (or r 3,
depending on the relative intramolecular mobility com-
pared with overall tumbling motion®®) heavily biases the
average toward the low-end tail of the internuclear dis-
tance distribution. As a consequence, markedly different
distributions of distances can yield very similar averages.
Because the experiment measures only the average, it
might be difficult to decide whether a given simulated
ensemble samples from the correct distribution, even if the
average values do match. Different aspects of this problem
have been discussed before.'#2¢

There is another, somewhat more subtle artifact that
can arise when comparing simulated and experimental
NOE intensities. Namely, one often focuses only on the
pairs of nuclei that show an NOE in the experiment.
However, it is also important to ask whether a given
simulation perhaps predicts certain NOEs that are not
seen or not identified in the experiment. A successful
simulation should account for the presence of the experi-
mentally seen intensities, but should also not predict
intensities that are not there in the experiment and for
which no reason can be found for their absence. Structural
information derived from the absence of NOEs has already
been used in protein structure determination and valida-
tion, but only fairly infrequently.?"~3! When it comes to
simulations, if one focuses exclusively on positive informa-
tion coming from the experiment, it is possible to get
agreement with simulation even if the simulated ensemble
is clearly unrealistic.

In this study, we analyzed the effects of nonlinear
distance averaging inherent in NMR as well as the prob-
lem of NOE overprediction using two different simulated
ensembles: an unfolded state ensemble of the 36-residue
villin headpiece®*?3* and a high-temperature denatured
ensemble of 129-residue hen egg-white lysozyme.>® We
asked how diverse and nonnative-like an ensemble of
structures can be and still match the experimental NOE
distance upper bounds well, and analyzed the underlying
reasons.

METHODS
Simulations
Villin simulations

Using a worldwide distributed computer cluster,¢37 we

have simulated thousands of tens of nanoseconds long,
independent folding trajectories for the villin headpiece
molecule. All simulations were started from the extended
conformation (¢ = —135° ¢ = 135°) with N-acetyl and
C-amino caps, each simulation initiated with a different
random-number seed. The simulations, run using the
Tinker biomolecular simulation package, involved Lange-
vin dynamics in implicit GB/SA solvent®® (velocity damp-
ing parameter of y = 91 ps™ !, to match that of water) with
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a 2-fs integration step, at 300 K. Bond lengths were
constrained using RATTLE.?® No cutoffs were used for
electrostatics. The protein was modeled using the OPLS-UA
force field.*® The structures were saved for analysis every
1 ns of simulated time. The analysis given here was
conducted on a composite ensemble consisting of 3,999
structures at the 33-ns time-point. The simulations were
conducted on approximately 10,000 processors as a part of
the ongoing Folding@Home distributed computing project
(folding.stanford.edu), and involved a total of about quar-
ter of a trillion (2.5 * 10'!) integration steps. This corre-
sponds to approximately 1,000 single CPU years (500
MHz). Further details about the simulation are given
elsewhere.?*

Lysozyme simulations

Using an in-house Pentium cluster, we have simulated
362 independent high-temperature unfolding simulations
of lysozyme using the GROMOS 53A6 force field***! and
the GROMOS MD package.*? The simulations were run in
vacuo at a constant temperature of 700 K for 50 ps each.
All simulations were started from the experimental NMR
structure of lysozyme (1ESL, first model®®) after energy
minimization and removal of all cysteine bridges, each
using a different random-number seed. The temperature
was kept constant by coupling the system to an external
temperature bath with a relaxation time of 0.1 ps.*?
Nonbonded interactions were treated using a triple range
scheme with 0.08- and 1.4-nm cutoffs. The electrostatic
interactions were treated using the reaction-field method
with a cutoff of 1.4 nm. The translational motion and
rotation around the center of mass were removed at the
beginning of each simulation. Nonbonded pair lists were
updated every five steps, and the integration step size was
2 fs in all simulations. The bonds including hydrogen
atoms were constrained using the SHAKE algorithm**
with a relative geometric accuracy of 10~*. The analysis
was performed on the ensemble consisting of all 362
structures at 50 ps after energy minimization.

For both villin and lysozyme simulations, the secondary
structure analysis was performed using DSSP.*® Percent-
age native secondary structure is given as the fraction of
residues that are in the same DSSP secondary structure
category in a given structure as in the corresponding
experimentally derived native structure. The root-mean-
square deviation (RMSD) analysis was performed using all
nonhydrogen atoms for both translational/rotational fit
and final calculation of deviation.

Comparison With the NMR NOE Distance Upper
Bounds

The experimental XPLOR-formatted NOE distance re-
straint sets for villin (1VII) and lysozyme (1E8L) were
taken from the Protein Data Bank.*® Because OPLS-UA
and GROMOS force fields use the united-atom formalism,
when calculating interproton distances and averages based
on simulation, the following approach was taken.*? In the
case that a hydrogen atom of interest was not represented
explicitly in the simulation, then either: a) a virtual atom
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was constructed (CH, CH,) based on standard geometries,
or b) a pseudo atom was constructed and a standard
pseudo atom correction was applied to the NOE upper
bound (cases in which NOE upper bounds were assigned to
more than one proton). For a nonstereospecifically as-
signed CH,, group, a pseudo atom correction of 0.09 nm
was added to the upper bound. For methyl groups, the
correction was 0.1 nm. For the methyl protons in an
isopropyl group, a correction of 0.22 nm was applied, and
for unassigned Hd and He atoms in a flipping benzene ring,
0.21 nm. These corrections are only marginally different
from the pseudo atom corrections used in the lysozyme
structure determination®® and the ones proposed by
Wuethrich.? The corrections that we used were derived
based on the standard bond lengths and angles in GRO-
MOS.**2 We did not apply additional multiplicity correc-
tions to the NOE upper bounds.*"8

The averaging of individual distances in simulation
(say, between hydrogen atoms i and j) was done according
to 7§98 = (r; ?)"V¢ for villin and r¢%¥ = (r;?) 3 for
lysozyme, where the average extends over the entire
simulated ensemble. Tropp®® has shown that in the case of
relatively small molecules in which the timescale of inter-
nal fluctuations is longer than the overall tumbling time,
the NOE intensities between hydrogen atoms i and j
average according to (r; /)~ 6, whereas if the internal
fluctuations are significantly faster compared with the
tumbling time of the molecule, they average according to
(r; 2y"22® Given the size of the villin headpiece (36
residues), it likely belongs in the former category and was
treated as such, whereas lysozyme (129 residues) was
treated using the latter formalism. In the most important
cases, values using both types of averaging are given in the
text for comparison. The r~© assumption is typically used
when transforming measured intensities to distance bounds
in the context of experimental structure determination.*®

A violation of the NOE upper bound for a particular pair
of hydrogen atoms i and j is calculated as v, ; = <rij]‘«’>’1/" -
nmr, ;, where the average goes over the entire simulated
ensemble (p = 3 or 6). The violation v, ; is considered zero if
{r; }’3>71/" is = nmr;; because negative deviations cannot
be considered violations. Average violations, v(nmr(sim))
= (v;)) = Z%f Ei’ Vi.; were also calculated by averaging the
individual violations over all N experimentally deter-
mined NOE upper bounds. In general, in the text an
average violation of the type v(A,B) denotes the average
violation of distance (or upper bound) set B from distance
(or upper bound) set A, averaged over all distances/upper
bounds in the set A. For instance, average violation of the
distances based on the NMR-derived model structure from
the theoretically predicted NOESs, averaged over all theo-
retically predicted NOEs, is denoted as v({(sim),nmr). Fur-
thermore, the average over all of the average violations of
each individual member of the simulated ensembles with
respect to the experimental upper-bounds is denoted as
(v(nmr,sim)).

When calculating theoretically predicted NOEs based on
our simulated structures, we selected all pairs of relax-
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ation centers separated by <0.55 nm in the r 3- or

r~6-averaged distance sets and assumed these pairs would
result in an NOE (the caveats of this approach are
discussed in the Discussion section). The value of 0.55 nm
is typically used in the NMR refinement as the upper
distance cutoff corresponding to the weak NOEs (and was
used as such in the case of lysozyme refinement quoted
here®®). In the villin structure, there are 193 hydrogen
atoms (or relaxation centers such as methyl groups or
isopropyl groups) that could potentially contribute to an
NOE. This number is 622 in the case of lysozyme. The
centers that in the experimental distance bounds were
treated as nonstereospecific (e.g., CH2 groups) were also
treated as such in the course of our NOE prediction,
whereas all stereospecifically assigned hydrogen atoms
were treated as such in our simulations as well.

RESULTS

As the first example, we look at the unfolded state
ensemble of the villin headpiece. Villin headpiece is a
36-residue, three-helix bundle protein and is one of the
fastest folding polypeptides known.?%?! The unfolded state
ensemble was generated by simulating a large number of
independent trajectories started from an extended confor-
mation for approximately 30 ns each. This time is signifi-
cantly shorter than the folding time of villin (4.3 us®?),
assuring that what we are looking at is the kinetically
defined unfolded state of the molecule. The simulated
ensemble at 33 ns is compact (average radius of gyration
(Rg) = 1.0 = 0.1 nm which is comparable to the native
value of 0.96 nm) with little secondary structure (27%
native-like secondary structure on average; 15% of the
native-like helical structure) or permanent tertiary con-
tacts [(RMSD) = 0.90 + 0.13 nm from the NMR villin
structure, Fig. 1(A)].3**3 However, if one compares the
experimental NOE upper distance bounds for the native
villin structure with the »~®-averaged distances from the
simulated unfolded state, one gets agreement for many
NOEs (Fig. 2). Despite the simulated ensemble being very
diverse and nonnative-like, 77% of the experimental re-
straints are matched with 0-nm violation and 90% with a
violation of <0.1 nm (427 of 474 restraints). Only 2% of the
restraints are violated by >0.3 nm [Fig. 2(A)]. When
averaged over all experimentally determined NOE upper
bounds, the simulated ensemble matches the experiment
with an average deviation of only 0.027 nm [Fig. 2(B),
leftmost bar] (this number climbs to 0.063 nm if one uses
r~3.averaging of distances). This is true even though the
individual structures comprising the ensemble deviate
significantly more from the experimental upper bounds
[0.13 = 0.02 nm on average, Fig. 2(B), central bar].

If one looks at the relationship between the all-heavy-
atom RMSD from the native villin structure and the
average violations of the NMR upper bounds for all the
structures in the unfolded ensemble, one sees an approxi-
mately linear dependence [Fig. 2(C)]. Fitting a line con-
strained to pass through the origin to this data set allows
one to estimate what all-heavy-atom RMSD would be
predicted for a structure that violated the NMR upper
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Fig. 1. Distribution of the all-heavy-atom RMSD from the NMR-

derived model structures for the simulated unfolded-state ensemble of (A)
villin, and (B) lysozyme. The mean and the standard deviation of the
distributions are given on the left together with the lowest RMSD value in
the distribution. The histograms were binned using 0.02-nm bins.

bounds to the same degree as the set of average distances
from our simulation (0.027 nm). The inexactness and
simplicity of this analysis notwithstanding, it is striking to
see that the equivalent RMSD would be only 0.19 nm.

The explanation for such good match between the simu-
lated unfolded ensemble of villin and the experimental
distance upper bounds for native villin is twofold. The first
answer lies in the highly nonlinear effect of »~® averaging.
Namely, for each particular pair of relaxation centers, it is
enough that in just a small fraction of the entire ensemble
the distance between the two centers is low, and the entire
ensemble average of that particular distance will be low
and will match the experimental distance restraint well.
Burgi et al.?® have discussed this problem on the level of
individual distance distributions, but here is an example of
how this effect manifests itself on the level of a large
ensemble of polypeptide structures. It is relatively easy to
match the experimental NOE restraints when dealing
with a diverse, relatively compact set of structures.

Because the average distances are dominated by the low
extremes in the distribution, many ensemble-averaged
distances in the entire r~®-averaged distance map will be
low, and hence indicative of a potential NOE. In other
words, the average distance map will contain significantly
more contracted distances compared with distance maps
based on individual structures. Herein lies the second
explanation for the artificially good match between theory
and experiment. Namely, when comparing simulation and
experiment, we focused only on the list of experimentally
derived restraints and looked for deviations from those in

213

A

viol. = 0 nm (76.6%)

viol. = 0.3 nm (1.6%)
0.2 nm < viol. £ 0.3 nm (2.4%)
0.1 nm = viol. = 0.2 nm (5.6%)

— 0nm =< viol. = 0.1 nm (13.8%)

B o

0.150
0125
0.100
0.075
0.050
0.025

0,128 + 0,020 nm

NOE violation (nm)

0.027 nm

vinme, <sim=} <vinmr, sim)>  v(=sim=, nmr)

O
=
=

\

]
=
A Q1S
=
2
2
= 010 -
- -
',5 0,05 e ¥ 2= 0.142x
Fa ¥ R==10.98
v _(0.188, 0.027)

0/' .

0 02 04 06 08 1O 12 14

RMSD (nm)

Fig. 2. A: Pie chart of the violations of the experimentally derived
distance upper bounds for the r S-averaged distance map of the villin
ensemble. B: Violation of the experimental restraints for the r -averaged
simulated distances averaged over all experimentally determined NOE
pairs, v(nmr, (sim)); the average violation of the experimental upper
bounds for the individual members of the simulated ensemble (and
standard deviation), (v(nmr, sim)); violation of the distances calculated
from the NMR-derived model structure from the theoretically predicted
NOEs, averaged over all theoretically predicted NOEs, v({(sim), nmr). C:
The relationship between the average violation from the experimentally
derived distance upper bounds and the positional RMSD from the
NMR-derived model structure of villin (1VII) for all 3,999 simulated
unfolded structures. The line is a linear fit constrained to pass through the
origin (note that this leads to a redefinition of the R? metric). The dot
indicates the equivalent RMSD (0.188 nm) for an imaginary structure
whose average deviation from the experimentally derived distance upper
bounds would be the same as the corresponding deviation of the
r~®-averaged distance map in our simulations (0.027 nm).

the average simulated distance map. What happens if we
look at all pairs of protons and ask for which of them the
simulation would predict an NOE? Compared with the 474
experimentally seen NOEs, our simulation predicts a total
of >4,700 NOEs (Fig. 3). In other words, >25% of all
relaxation center pairs (4,756 of 18,528) in the molecule
are predicted to be <0.55 nm apart after » © ensemble
averaging.

In fact, given how many NOEs it predicts, the unfolded
state ensemble of villin acts almost as a “shape-shifter”
known from science-fiction literature. Namely, no matter
which structure (i.e., a subset of experimental restraints)
one confronts it with, the unfolded ensemble matches it
well. In Figure 4 we show one particular structure taken
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experimental NOE map
(474 NO_E pairs)

simulated NOE map
(4,756 pairs < 0.55 nm)

150

Fig. 3. Comparison of the experimentally measured NOE map (left) and the one derived based on the
r-%-averaged distance map of the simulated villin ensemble (right; all proton pairs separated by <0.55 nm are
depicted by black dots).

unfolded structure number 1694 from
the simulation

native villin, 1VII

v(nmr, <sim=>) =0.027 nm

v(structl 694, <sim=>) = 0.040 nm

Fig. 4. NMR-derived model structure of villin (left). The r~6-averaged distance map based on the simulated
unfolded-state ensemble of villin violates the 474 experimental distance restraints by 0.027 nm (left). Single
structure of villin from the simulated unfolded-state ensemble (right). The violation of the predicted NMR
distance restraints derived from this structure for the r ®-averaged distance map based on the simulated
unfolded-state ensemble is only 0.040 nm. The all-heavy-atom positional RMSD between the native villin

structure and the structure on the right is 1.25 nm.

from the simulated ensemble of unfolded structures. Its
RMSD from the native villin is 1.25 nm and it is obvious
that their dissimilarity could hardly be greater. However,
the deviation between the NOE upper bounds predicted
based on this structure and the ones based on the r¢-
averaged unfolded state distance map is only 0.040 nm. Of
course, this is true only if one restricts ones attention
solely to the pairs of protons that exhibit NOEs in the test
structure.

The second example that we discuss deals with the
high-temperature denatured state ensemble of lysozyme.
It should be noted that the nonphysical nature of the
simulation procedure is not relevant at all, because our
aim was just to generate a diverse, highly nonnative set of
structures. Indeed, the resulting ensemble at 50 ps is on

average 0.86 = 0.12 nm RMSD away from the native
lysozyme structure [Fig. 1(B)] with only a small fraction of
native secondary structure (20% of native helical content).
Nevertheless, the experimental NOE-derived distance re-
straints are matched quite well (Fig. 5). Out of 1,632
experimental restraints, 1,191 (73%) are matched with
0-nm deviation by the r3-averaged distance map from the
simulation at 50 ps. Furthermore, 90% of the experimental
restraints are matched with <0.1 nm violation, whereas
only 3% are violated by >0.3 nm [Fig. 5(A)]. The average
violation of the experimentally derived NOE upper bounds
for the r~3-averaged distance map at 50 ps is only 0.036
nm, when averaged over all experimental restraints [Fig.
5(B), leftmost bars]. This number decreases to 0.014 nm if
one uses r ° averaging of distances. This is true even
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Fig. 5. A: Pie chart of the deviations from the experimentally derived
distance upper bounds for the r 3-averaged distance map of the simu-
lated lysozyme ensemble; B: deviation of the r 3-averaged simulated
distances from the experimental upper bounds averaged over all experi-
mentally determined NOE pairs, v(nmr, (sim)); the average deviation of
the individual members of the simulated ensembles (and standard
deviation) from the experimental upper bounds, (v(nmr, sim)); deviation of
the distances calculated from the NMR-derived model structure from the
theoretically predicted NOEs, averaged over all theoretically predicted
NOEs, v({sim), nmr). C: The relationship between the average deviation
from the experimentally derived distance upper bounds and the all-heavy-
atom positional RMSD from the NMR-derived model structure of ly-
sozyme (1LYM) for all 362 simulated structures. The line is a linear fit
constrained to pass through the origin. The dot indicates the equivalent
RMSD (0.273 nm) for an imaginary structure whose average deviation
from the experimentally derived distance upper bounds would be the
same as the corresponding deviation of the r~3-averaged distance map in
our simulations (0.036 nm).

though the deviation of the individual members of the
simulated ensemble from the experimental restraints is
significantly greater (e.g., 0.113 £ 0.022 nm on average for
the ensemble at 50 ps) [Fig. 5(B), central bar]. If one again
uses the simple assumption of linear dependence of the
RMSD from the native lysozyme structure and the average
violation of NOE upper bounds and calculates the equiva-
lent all-heavy-atom RMSD for the average distance map
from the simulations, one gets a low value of 0.27 nm [Fig.
5(C)I.
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Fig. 6. A: The number of NOE upper bounds for villin and lysozyme
based on: the NMR experiment (exp.), the r 3- and the r ®-averaged
distance maps calculated for the simulated denatured ensembles (sim.
r~2 and r®), the reported NMR-derived model structures (NMR model).
B: The same as in A with each value being normalized by dividing by the
total number of relaxation centers in the molecule (villin: 193; lysozyme:
622).

As suggested by the previous example with villin, this
conclusion can be explained by the properties of r—3
averaging of distances. Furthermore, the picture changes
significantly if one looks at all of the NOEs that are
predicted by the simulation. Figure 6(A) shows the num-
ber of experimental upper bound restraints compared with
the number of NOE pairs predicted by simulation for both
villin and lysozyme. Whereas in the experiment 474 NOE
intensities were reported for villin (1,632 for lysozyme),
our simulations predict a total of 1,941 NOEs using r 3
averaging or 4,756 NOEs using r~ ¢ averaging (6,252 and
13,385 for lysozyme, respectively). Not surprisingly, the
great majority of the experimentally observed NOEs are
included in the simulated sets, but because these predict
many more other NOEs, one would be hard pressed to
ascribe them significant predictive capability.

DISCUSSION

Oostenbrink et al.?! have recently looked at the native

state simulations of lysozyme and noted that, with the
53A6 GROMOS force field, the experimental NOE upper
bounds are violated by only 0.018 nm on average in an
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ensemble that deviates from the experimental structure
by a backbone positional RMSD of 0.25 nm on average. In
the example given here, even though the average backbone
positional RMSD climbs to 0.71 nm [or 0.86 nm for the
all-heavy-atom positional RMSD, Fig. 1(B)] with low na-
tive secondary structure content (20% of the native a-heli-
cal content), the deviation from experimental restraints
changes to 0.036 nm only. This deviation is, for example,
comparable in absolute terms to the average violations for
the simulated native DNA dodecamer from the correspond-
ing experimental restraints (0.032 nm), reported in the
same study.?' The simulations of the native states of
lysozyme and DNA dodecamer represent state-of-the-art
level in molecular dynamics, and based on other evidence
can be thought to be accurate.?! This illustrates how the
average deviation of upper bounds gives by itself only
limited information about the actual quality of the simu-
lated ensemble. However, this is also true when it comes to
individual NOE deviations as well. For example, whereas
the fraction of the violations >0.1 nm in the case of native
lysozyme simulations is 5%,! this number changes to only
10% in the case of the highly denatured ensemble from our
simulations. Both of these percentages are relatively high
compared with what is typically achieved in NMR struc-
ture refinement, but it is noteworthy that they should be in
approximately the same range, given how different the two
simulated ensembles are.

What can be done when comparing averages from large
simulated ensembles with experimental NOE upper bounds
to avoid some of the pitfalls exemplified here? First,
enumerating all predicted NOE pairs based on average
internuclear distances from simulation (as in Fig. 3)
should always be done. The presence of a pair of hydrogen
atoms at a short distance in the simulated ensemble need
not necessarily mean that an NOE between the two will be
detected in experiment (see discussion below). However, a
simulation that predicts an exorbitant number of such
pairs needs to raise one’s suspicion.

Second, assuming that a “correct” NMR-derived model
structure is available, the degree of overprediction of the
number of NOEs in the simulation can be detected and
quantified in the following manner. Instead of asking how
much a set of distances from simulation deviates from the
experimental restraints averaged over all of the experimen-
tal restraints, one may calculate the opposite measure.
Namely, one can calculate how much the distances from
the experimentally derived model structure deviate from
what one predicts to be the distance restraints from
simulation, averaged over all of the latter restraints.?® For
example, the distance map predicted based on the NMR
structure of villin deviates on average >0.18 nm from the
r~%-averaged distance map from the simulations, com-
pared with only 0.027 nm using the reverse measure [Fig.
2(B)]. If the number of NOEs predicted from simulation
was significantly less than what was actually seen, this
figure would be much closer to the initial value of 0.027
nm. Indeed, in the case of lysozyme, because of less severe
r~3 averaging of distances, the number of predicted NOEs
based on simulation relative to the number of NOEs seen
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in the experiment is significantly less than in the case of
villin [Fig. 6(A)]. Consequently, whereas the r~3-averaged
simulated distance map deviates from the experimental
restraints by 0.036 nm on average, the reverse measure of
deviation gives a relatively close value of 0.064 nm [Fig.
5(B)].

In a typical NMR structural experiment, the set of NOEs
that is measured and/or reported is significantly smaller
than the set of all pairs of nuclei which are within 0.55 nm
or so from each other in the reported structure.?® For
instance, the number of NOE intensities that would be
predicted based on the native NMR-derived model struc-
tures of villin and lysozyme using our approach would be
2,547 and 8,609, respectively, which is significantly fewer
than the 474 and 1,632 distance restraints, respectively,
reported in the experiment [Fig. 6(A)]. The reasons for this
discrepancy are multifaceted.»?29*° One important rea-
son is spectral overlap and incomplete assignment. Sec-
ond, spin diffusion has a significant role in relaxation in
macromolecules and can lead to “washing out” of certain
intensities. Third, NMR relaxation rates, and conse-
quently NOE cross peak intensities, are affected by the
intramolecular motions and their relationship with the
overall tumbling. Finally, nonspecific leakage contribu-
tions from other relaxation mechanisms such as for ex-
ample those arising from the interactions with the solvent
can also affect the appearance of an NOE. Because of all of
these reasons, negative information (i.e., the absence of an
NOE between two relaxation centers) is only rarely used
as a source of information for distance-based refine-
ment.27’28’54

In the case of villin, the number of pairs of relaxation
centers that are close to each other (<0.55 nm) in the
reported 1VII structure is significantly less than the
number of predicted NOEs seen in the average distance
maps from the simulations using r ¢ averaging (2,547
versus 4,756, Fig. 6(A)]. Therefore, in this case there is a
significant number of “new” NOEs that appear solely
because of r~° averaging and our argument about the
simulations overpredicting the number of NOEs still
stands. However, if one looks at the corresponding num-
bers in the lysozyme simulations, one sees that the r -
averaged distance map predicts fewer NOE pairs than
does the distance map based on the native 1E8L structure
(6,252 versus 8,609). This is also true in the case of villin if
r~3 averaging is used (1,941 NOE pairs in the simulation,
compared with 2,547 based on the NMR model). Therefore,
in this case one cannot speak of a significant overpredic-
tion of NOEs because the same (and more) happens in the
case of the native NMR-derived model structures. How-
ever, even here the r3 averaging of the distances from
simulations brings about low deviation from experimental
NOE bounds on average.

For larger molecules, the relative fraction of all pairs of
relaxation centers that are in close proximity to each other
(and can hence exhibit an NOE) is less than for a smaller
molecule. This is a direct consequence of the fact that the
number of potential pairs scales with N? whereas the
number of those in close proximity scales only with N,
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where N is the number of relaxation centers. Indeed, in the
case of villin, NOEs are predicted for 25% of all possible
pairs of relaxation centers, whereas the equivalent num-
ber in the case of lysozyme is only 7%. Based on this, one
might be tempted to conclude that the degree of overpredic-
tion of NOEs is less severe in the case of lysozyme.
However, in Figure 6(B) we compare the total number of
NOE pairs for the two simulations normalized by the total
number of relaxation centers in the two molecules. When
represented in this way, it is obvious that the two simula-
tions are actually quite similar to each other in terms of
the deviation from experiment when it comes to the
number of NOE pairs they predict. We suggest that such
normalization should always be performed when compar-
ing two sets of simulations to avoid the size effects
discussed here.

The calculation of average distances from simulation
was performed herein according to simple (r; ¥)"” averag-
ing, where p is 3 or 6. The reverse of this approach is
routinely used in NMR structure refinement when the
measured intensities are related to distance bounds.?*°
However, when it comes to calculating NOE intensities,
this approach is a significant simplification compared with
the full relaxation matrix approach.?® Nevertheless, Feen-
stra et al.”® have shown that using simple (r; ?)~ "¢
averaging results in only marginal errors compared with
the more exact relaxation matrix approach, because the
extent of sampling of phase space makes a bigger differ-
ence than the nature of the method for calculating NOE
intensities. Also, because of its simplicity {%¥ = (r; ¥ Y P g
probably more frequently used, which was another reason
why in this study we have used it. We expect that all of the
arguments and criticisms given here should hold as well in
the case of the average distances obtained using more
rigorous methods. One advantage of the full relaxation
matrix approach is that it allows one to predict the absence
of specific cross peaks in the spectra, as long as it is caused
by the intricacies of the relationship between the intramo-
lecular motions and the overall tumbling motion.?®

To conclude, we have shown how two very diverse and
nonnative ensembles of simulated structures match experi-
mental NOE upper bounds fairly well. These two examples
should serve as a warning for simulators comparing their
results with experiments, but also for experimentalists
interested in understanding the limitations of the experi-
mental observables they use to determine structure.
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