2 way ANOVA lab exercise

1. yes, balanced design

2.  

Variety

Plant density
Harvester
Ife No. 1
Pusa Early Dwarf
Density average
Density effect

10000
9.200  
8.933
16.300
11.478
-2.402

20000
12.433
12.633
18.100
14.389
0.509

30000
12.900
14.500
19.933
15.778
1.898

40000
10.800
12.767
18.167
13.911
0.031

Variety average:     11.333        12.208            18.125                    13.88

Variety effect:        -2.547          -1.672             4.245

It appears that yield increases with increasing plant density through 30000 plants per hectare for all three varieties and then each drops back to 20000 plants per hectare levels or lower when density is 40000 plants per hectare.  It also appears that the mean yield for Pusa Early Dwarf is considerably higher for all plant densities than those for the other two varieties.  It appears that increasing density increases yield up to a density that is too high.  This density must cause some ill effects on yield because it causes yield to drop.  It also appears that variety matters to yield because Pusa Early Dwarf has higher yields.

3.
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Both of these plots confirm my answers to the previous problem.  Pusa Early Dwarf has a much larger mean yield than the other two varieties and the yield increases up to a plant density of 30000 plants and then drops back down with a density of 40000 plants.

4.  
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The three lines don’t appear to be parallel, so we may suspect that the effect of variety on yield may depend on the density.  We will need to consider a non-additive model to start, in order to determine whether these possible interaction effects are outweighed by the variability in the data.  

Looking just at differences in yields from 30,000 to 40,000 plants, it appears that the effect of variety is independent of the effect of density.  The variety of the plant appears to cause a shift in the overall yield (from smallest to largest: H, Ife, P), yet the effect of density appears to be the same for the three varieties. 

5. 
Ho: Variety, density and the interaction between variety and density have no effect on yield (each combination of density and variety produces the same yield).

That is, under the null, the saturated model is not an improvement over the equal means model.

The sum of squares for the model would be the sum of the SS for each component (variety SS = 327.5972, density SS = 86.6867, and density:variety SS = 8.0317) so the SSmodel = 327.5972+86.6867+8.0317 = 422.32.  The degrees of freedom for the model would be the sum of the d.f for each component (variety d.f. = 2, density d.f. = 3, density:variety d.f. =  6) so the d.f model = 3+2+6 = 11.  From the ANOVA table, the SSresidual = 38.04 and the d.f. residual = 24.  The numerator for the F-stat is therefore 422.32/11 = 38.3 and the denominator is 38.04/24 = 1.58.  The F-stat = 38.3/1.58 = 24.2.  Using Splus, an F-stat of 24.2 on 11 and 24 degrees of freedom gives a very significant 

p-value of 2.4x10-10.   This means that the interaction model is an improvement over the equal means model and that at least one or a combination of the two factors is helpful in explaining the variability in the data.

6.
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A change in variability from low to high yield would indicate the need for a transformation.  Since this is not the case for these data, a transformation is not necessary.  The data appear to have roughly equal spread across combinations of density and variety, and there is no evidence to suggest that individual groups have a non-normal distribution.  

7. 

Ho: the effect of variety does not depend on density OR (ωθ)ij=0 for all i and j

 HA: the effect of variety does depend on density OR at least one (ωθ)ij ≠ 0

From the ANOVA table, interaction row, the test statistic is: F = 0.8445 on 6, 24 df and the corresponding p-value is: 0.5484.  This large p-value is not significant.  Therefore it cannot be concluded that there is an interaction between the two factors or that the effect of variety depends on density.  We should proceed with the additive model.

8. Watch the statistical notation here!
Yijk = ( + (j + (i + (ijk, i = 1,…,I; j = 1,…,J  and ( represents variety effect and 

                                                                                    ( represents density effect

      i. to test for significant variety effects, 

     Ho: (j = 0 for all j

     HA: (j ( 0 for at least one j

For this test, the F = 106.66 on 2, 30 df with a p-value of 0.  This indicates that there are significant variety effects.  Variety effects explain a significant proportion of variability in a model with density effects.

ii.  to test for significant density effects,

Ho: (i = 0 for all i

HA: (i ( 0 for at least one i

For this test, the F = 18.8156 on 3, 30 df with a p-value of 4.69x10-7.  This very small p-value indicates that there are highly significant density effects.  Density effects explain a significant portion of variability in a model with variety effects.

We conclude that the additive model is appropriate.  Looking back at the figure in Problem 4, the appearance of an interaction effect is not supported by the data.

I used a Tukey-Kramer multiple comparison procedure because it is a conservative method for all pair-wise comparisons.  I found significant differences between the Harvester and Pusa Early Dwarf varieties (95% CI is -8.04,-5.540) and between the Ife No. 1 and Pusa Early Dwarf varieties (95% CI is -7.16,-4.670).  If there were no difference, the confidence intervals would include 0, indicating no difference in means between varieties.  My results make sense because I had originally noted that it appeared that the Pusa Early Dwarf had considerably higher yields than the other two varieties.

Model      
# of Parameters   
What is estimated?
Null


1
overall mean

Yield~Variety

3
overall mean(1) + 2 variety effects = 3   *

Yield~Density

4
overall mean(1) + 3 density effects = 4

Yield~Variety+Density
6
overall mean (1) + 2 variety effects + 3 density effects =6

Yield~Variety*Density
12
overall mean(1)  +2 variety effects + 3 density effects +





3x2=6 interaction effects = 12

* Note that once we estimate the overall mean and 2 of the 3 variety effects, the third variety effect is determined.  Moreover, 2 can be calculated from these 3 quantities.  
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R2 = SSMODEL/SSTOTAL

Model
Model Name
BIC / R2 Calculations
BIC / R2

yield~variety*density
Saturated Model
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BIC = 59.58



422.316/460.356
R2 = 0.917

yield~variety+density
Additive Model
36*ln(1.5357) + 6*ln(36)
BIC = 36.94



414.284/460.356
R2 = 0.90

yield~variety
One-way ANOVA
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BIC = 60.86



327.597/460.356
R2 = 0.712

yield~density
One-way ANOVA
36*ln(11.68) + 4*ln(36)
BIC = 99.23



86.6867/460.356
R2 = 0.189

yield~μ
Null Model
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BIC = 96.34



0/460.356
R2 = 0

The null model has the fewest parameters (1), since this model says that the yield is solely a function of the population mean. 

The saturated model has the lowest SSresidual because there are more parameters to account for error. 

The additive model has the lowest MSE because the ratio of SSresidual to error degrees of freedom is the smallest of any other model. This model also has the smallest BIC value.

The saturated model has the greatest R2 value, because there are more parameters to account for error.  This value can be misleading since it does not account for bias/variance tradeoff inherent in different models.
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