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Outline

Topics
» Student t Distributions
» Chi-squared Distributions

Readings: Christensen Appendix C, Chapter 2



Distribution of 3
If Y ~ N(XB3, ?l,) with X full rank, then

Blo%8~N(B,02(XTX))
B | Bj, 0% ~ N(B,a?[(XT X))



Unknown o2
Bj | By 0 ~ N(B, o [(XTX)];)
If we substitute 52 = efe/(n — r(X)) in the above?

(B = 8))/oVIXTX)"1; p N(0,1)
= V¥ (= r(X)

~ t(n—r(X),0,1)

Need to show that e’ e/o? has a x? distribution and is
independent of the numerator!



Central Student t Distribution

Definition
Let Z ~ N(0,1) and S ~ X,27 with Z and S independent, then

Z
V'S/p

has a (central) Student t distribution with p degrees of freedom

W =

See Casella & Berger or DeGroot & Schervish for derivation - nice
change of variables and marginalization problem!



Chi-Squared Distribution

Definition
If Z ~ N(0,1) then Z? ~ x2 (A Chi-squared distribution with one
degree of freedom)

» Density

1

—1/2 1/2-1_-x/2
r(1/2)(1/2) X e x>0

f(x) =

» Characteristic Function

E[e"?"] = (1) = (1 — 2it) /2



Chi-Squared Distribution with p Degrees of Freedom

IFZ X N(0,1) j=1,...pthen X =ZTZ =3P Z? ~ \3

Characteristic Function

SOX(t) _ E[eitzf.’z?]

_ H E[e/t22
= H(1 — 2it)"1/2
Jj=1

= (1—2it) P2
A Gamma distribution with shape p/2 and rate 1/2, G(p/2,1/2)

1

oy PIxP/271emx/2 x> 0

f(x) =



Spectral Decompostion of Projection Matrices

If P is an orthogonal projection matrix, then its eigenvalues \; are
either zero or one with tr(P) = >_.(\j) = r(P)

» P=UAUT

» P=P2 = UNUTUAUT = UN?UT

» A= A2 s true only for \; =1 or \; =0

» Since r(P) is the number of non-zero eigenvalues,

r(P)=> A =tr(P)
T
P =[UpUp.] { :)f g y ] { Bi ] =UpU}

n

sum of r rank 1 projections.



Quadratic Forms

Theorem
Let Y ~ N(u,0>1,) with p € C(X) then if Q is a rank k
orthogonal projection on to C(X)*, (YTQY)/o? ~ x?

Proof.
For an orthogonal projection Q = UAUT = UkUkT where
C(Q) = C(Ux) and U] Uy = I, (Spectral Theorem)

Y'Qy = YTuU]Y
Z = U[Y/o~N(U[p,UlUy)
Z ~ N0,

Z2'7 ~ xi

Since UTY /o Dz Yy | X3

o



Residual Sum of Squares Error
Let Y ~ N(u, o?1,) with € C(X).

Residual Sum of Squares:

eTe

2
72 ~ anr(X)



Estimated Coefficients and Residuals are Independent

If Y ~ N(X8B, 021,
Then Cov(e, 3) = 0 which implies independence



Putting it all together

B~N(B,o*(XTX)™)
> (B = 8))/o/IXTX) 1] ~ N(0, 1)

ele/o? ~Xi_,x)

v

v

3 and e are independent

» Functions of independent random variables are independent

(B; = 8))/oVIXTX) "1
veTe/(o?(n - r(X)))

Standard Error SE(BJ-) =6/ [(XTX)~1];

t(n— r(X),0,1)

v

N

B; —Aﬁj
SE(8))

~ tn—r(X)



Inference

» 95% Confidence interval: Bj + ta/ZSE(Bj) use qt (a, df) for
t, quantile

» derive from pivotal quantity t = (BJ - Bj)/SE(BAj) where
P(t € (taj2, ti—ap)) =1—a



Pivotal Quantities and Cl



Other Quantities

Linear Combinations: )\TB



Fitted Values

Unknown Mean: yu; = x/ 3



Prostate Example

suppressPackageStartupMessages(library(lasso2))
library (knitr)

data(Prostate)

prostate.lm = 1lm(lpsa ~ ., data=Prostate)
ci=confint (prostate.lm); kable(ci, digits=2)

25% | 97.5 %
(Intercept) | -1.91 3.25
lcavol 0.41 0.76
lweight 0.12 0.79
age -0.04 0.00
Ibph -0.01 0.22
svi 0.28 1.25
lcp -0.29 0.08
gleason -0.27 0.36
pgg4b 0.00 0.01




interpretation

» For a “1” unit increase in X;, expect Y to increase by
B & ta2SE(5))

» for log transforms

Y =exp(XB +¢€) = H exp(X;[3;) exp(€)

> if X = log(W;) then look at 2-fold or % increases in W to
look at multiplicative increase in median of Y

» ifcavol increases by 10% then we expect the median PSA to
increase by 1.10(¢/) = (1.04,1.075) or by 4.0 to 7.5 percent

For a 10% increase in cancer volume, we are 95% confident that
the PSA levels will increase by approximately 4 to 7.5 percent.



Derivation



Next

Next Class: Predictive Distributions



