BusyBees

As part of astudy to investigate reproductive strategies in pants, biologists recorded the
time spent at sources of pallen and the the propartions of pallen removed by bumble bee
gueans and horeybeeworkers pdli nating a spedes of lily (from page 75)

The data consist of the Propartion d Poll en removed (removed) the duration d visit in
secs (duration) and a @wde for queen or worker (code =1 = queen, code =2 = worker)
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Question:

Isthe relationship between duration and propation d pallen removed the same for queen
bumble bees and worker horey bees?

Clealy in bah groups thereisanoninea relationship between duation and propation
of pallen removed.

To answer this questionit is useful to find od if thereis ome transformation so that the
relationship islinea.

When measuring propations, a useful transformationis the logit transformation, so that
logit(P) = log(p/(1-p)). Thisisfine eslongasPisnever 0 or 1. Thelogit(P) can take on
any value from - infinity to +infinity. This often makes the normal assumption more
reasonable. A logit(.5) =log(1) =0.



Use logit(removal) and trial and error to find that log(duration) makes the relationship
between logit(removal) and log(duration) look close to linea for both groups. (an exercie
for the energetic student :-)
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Model Derivation:

If in bah groupsthereisalinea relationship between log(duration) and logit(remove)
with posgbly diff erent intercepts and slopes, then we have the model

H(logit(R)i | duration, code =queens) = [3, + B; log(duration) + € fori=1,..35
H(logit(R)i | duration, code =workers) = d,+ 03 log(duration) + € fori =36, ... 47
The null hypothesis that there is no dff erence between workers and gleens would imply
that the slopes of the two lines are equal and that the intercepts of the two lines are the
same. One way to fit this type of model isto introducethe ideaof dummy variables.
We aede anew variable| that is 1 for workers and Ofor queens, whichiscaled a
dummy variable We can fit one combined regresson model using the dummy variable
and an interadion, which isthe product of the dummy variable | times the explanatory
variable log(duration).

H(logit(R)| duration, ) = (o + [3; log(duration) +
B, 1+ Bslog(duration)*l + ¢ fori=1, ... 47

when | =0 (queens) we have just the top row
when | = 1 (workers) we have that the intercept is 3o + 3, andthat the slopeis3; + Bs.

In this form the hypathesis of common regresson lines corespondsto Ho: 3, =3; = 0.



The next page mntains the output from fitting the multiple regression model with
log.duration, I, and I*log.duration (the ineradionin S-Plusis represented as
I:log.duration).

Ismodel OK? Just asin Simple Linea Regresson chedk residual plots:
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Theresidual plots and namal probability plotslook o0.k.,so at this point we can consider
testing hypotheses.

Asyouwill seethere ae patentially many hypotheses of interest and many F-stats and t-
statsin the output. Youshoud knonv how to interpret:

1) Theoverall F-test in the regresson ouptit is testing the null hypathesisthat ALL
regresson coefficients (except the inercept) in the model are 0 against the dernative
hypathesisthat AT LEAST ONE regresson coefficient isnonzero. Thisisthe
starting placefor any analysis. If you do norged the null, thereisno pant
continuing. Period. The F-test is based ona F-statistic with p- 1 df, and n-p- 1 df
where p = the number of variablesin the model. If werged, then we can look at
individual t-tests

2) Anindividual t-test istesting the null hypothesisthat an individual coefficient isO vs
the dernative that the wefficient isnonzero. Thisasaumes that the other variables are
included in the model, so you can't use this for simplifing the model by dropping 2
variables at atime that both have large p-values. Y ou can refit the model after
dropping the variable with the most insignificant coefficient. Reped as needed..

3) Once dl variables are significant interpret the final model.



Multiple Regression Output

*** |inear Mbdel 1 - Full Mbdel all variables ***

Call: Imfornula = logit.renove ~ log.duration + | + |:log.duration, data =
Ex0326, na.action = na.onit)

Resi dual s:
M n 1Q Medi an 3Q Max

-1.380351 -0.3698604 0.03070024 0.4551561 1.16113

Coefficients:
Val ue Std. Error t val ue Pr(>|t])
(I'ntercept) -3.0389525 0.5114996 -5.9412613 0.0000004
| og.duration 1.0120846 0.1902043 5.3210408 0.0000035
| 1.3770009 0.8721766 1.5788096 0.1217089
| :10g.duration -0.2708987 0.2816798 -0.9617256 0.3415647

Resi dual standard error: 0.6525275 on 43 degrees of freedom
Mul ti pl e R-Squared: 0.6150824

F-statistic: 22.90407 on 3 and 43 degrees of freedom
the p-value is 5.151446e-009

*** Linear Model 2 - Main Effects Only ***

Call: Imfornula = logit.renove ~ log.duration + |, data = Ex0326, na.action
= na.onit)

Resi dual s:
M n 1Q Medi an 30Q Max

-1.408519 -0.4962697 0. 08814885 0.4359778 1.155616

Coefficients:
Val ue Std. Error t val ue Pr(>t])
(Intercept) -2.7145967 0.3842293 -7.0650433 0.0000000
| og. duration 0.8885650 0.1401728 6.3390679 0.0000001
| 0.5696676 0.2364278 2.4094781 0.0202261

Resi dual standard error: 0.6519706 on 44 degrees of freedom
Mul tiple R Squared: 0.6068029

F-statistic: 33.95159 on 2 and 44 degrees of freedom
the p-value is 1.206218e-009



