Approximate Bin(n,p)

Example : Flaws occur randomly along a thin copper with n large and np = A

wire. Let y denote the number of flaws in a length
of L millimeters of wire and suppose that the average
number of flaws in L millimeters is .

n
— Y _ n—y
e Partition the length of wire into n subintervals of P(y) - (y)p (1 p)
small length, say, 1 micrometer each.
d Y . n(n—l)---(n—y—|—1)<)\)y<1 )\>n—y
e If the length of subintervals is small enough, the y! n n
probability that more than one flaw occurs in the nn—1)---(n—y+1) /¥ A\ n—y
subinterval is negligible. = <—> <1 — —)
nY y! n
e Every subinterval has the same probability of con- ~ )\—y<1 _ i)”
taining a flaw, say p = \/n. - y! n
. . . AV
e A subinterval contains a flaw is independent of ~ —e
other subintervals. y!

where the last approximation comes from
So we can model the distribution of y as approximately

A\N A
a Bin(n,p) random variable with n large and np = A. log (1 - ;) = nlog <1 - ;)
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Poisson Distribution

Consider a particular event occurs during a
given unit (or interval) of time, assume that

e the events occur randomly through the in-
terval.

e the probability that an event occurs in a
given unit of time is the same for all the
units.

e the number of events that occur in a given
unit of time is independent of the number
that occur in other units.

Such random experiment is called a Poisson
Process

Let X\ denote the mean or expected number of
events in each unit.

The random variable y denotes the number of
events occurring during that unit is a Poisson
random variable with parameter A\

AYe—A

T =012,

p(y) =

Mean and Variance



Show that E(y) = A where y is a Poisson random vari- The following figure shows how Poisson ap-
able with parameter A. proximates Binomial distribution.
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consistent Units

Example : For the case of the copper wire, suppose
that the number of flaws follows a Poisson distribution
with a mean of 2.3 flaws per millimeter.

Determine the probability of exactly 1 flaw in 2 millime-
ters of wire.

Let y denote the number of flaws in 2 millimeters of
wire. Then, y has a Poisson distribution with

E(y) =2 mm x 2.3 flaws/mm = 4.6 flaws.

Therefore
P(y=1) =€ *%x 4.6.

It is important to use consistent units in the
calculation of probabilities, means and vari-
ances involving Poisson random variables

'Discrete Uniform Distribution

A random variable y has a discrete uniform
distribution if

e it takes k possible values (y1,--.,y%)
e cach of the k values has equal probability,
that is,

ply=w)=1/k, i=1,2,...,k

Examples : Toss a fair coin (Bernoulli(1/2)),
Throw a die...



Cumulative Distribution Function|

The cumulative distribution function F(yg)
for a random variable y is equal to

F(yo) = P(y < yo)-

Property of CDF

e 0<F(y) <1

e F(y) is a monotonically increasing func-
tion.

T T T
1H_® CDF for Bin(10, 0.5) j

Continuous Random Variable

A continuous random variable y is one that
has the following three properties

1. y takes on an uncountably infinite number
of values in the interval (—oo, c0).

2. The CDF F(y) is continuous.

3. The probability that y equals any one par-
ticular value is O.



Histogram Reuvisit

Density Function

Histogram is an approximation to a probability

density function. o
e Motivation

Height = Relative Freq / Bin Width Fly+46) — F(y) . dF(y)
) dy
0a oa when 6 — O.
0.3 0.3
0 0 e Definition If F(y) is the cumulative dis-
tribution function for a continuous random
variable y, then the density function f(y)
% 0 5 % 0 5 for Yy is
dF(y)
0.4 0.5 - - f(y) = d
—_— g;n\j\;ti)é;u:%tﬁm for Norm(O,l)r y
0.4
0.3
o o3 e It follows from the definition that
0.2
Y
0.1 01 F(y) =/ f(t) dt
— 0
0— -~ 0 —
-5 0 5 -5 0 5
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Properties of a Density Function

Expectation
1. f(y) > 0, and f(y) = O for y values that
can not occur. The expected values of y and g(y) are
E(y) = /_O:o yf(y)dy
2. [%° = F =1 oo
J=oo Jw)dy = 11(0) Bl = [ o)Wy

b
3. Pla<y<b)= [z fQt) dL. Properties of Expectation

Example 5.1 Let c be a constant and consider the den-
sity function '
e E(c) = ¢, where ¢ is a constant

fly) = { Coy igt%egrv?{/isgel
a. Find the value of c. o E(cy) = cE(y)
Since [ f(y)dy =1, we have
/ Z s = Ly dy = ¢/ e Elg1(y) +--- 9x(®)] = Elg1 (1)1 + - - - Elgx ()]
= c=2
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Variance

Let y be a (discrete or continuous) random

_ _ _ variable with mean p and variance o2, then
e Let y be a continuous random variable with

E(y) = u, then Hety) =BT Hey = cp.

2 =Ely -2 = | (y—m2/(y)dy Ry =0 o2 =22

e Another expression for o2
o0

P =B = [ Iy Tty = ElC+) — bty
- = Ele+y— (c+m)]?
= E(y—p)?’ =0’

]2

o’ = / (v* — 2yu + 1) f(y) dy

_ /Zy2f(y) dy—2,u/oo yf(y) dy

—00

2 00 d
:M /oo flw) dy Uc2y = E(ey - Nlcy)2
= / v f(y) dy —2p- p+ p? = E(ey — cp)?
o = ’E(y —p)® =c%o°

= / v’ f(y) dy — p?

—0o0
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Uniform Distribution

A continuous random variable y with probabil-
ity density function

fly)=1/(b—a), a<y<b
is a continuous uniform random variable

_(a+b) 5 _ (b—a)?
p=-—" 2=
2 12

1 Uniform Density Function

U(b-a)t
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Normal Distribution

A continuous random variable y with probabil-
ity density function

1 _ (=)
fly) = e 207
2no2
is a normal random variable with mean p and
variance o2.

Specially, the normal random variable with pu =
0 and ¢2 = 1 is called standard normal vari-
able.
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e (Theorem 5.4) If y is a normal random vari-
able with mean p and variance o2, then

_Yy—p
z =
g
is a standard normal variable.

e The entries in Table 4 of Appendix II are
the area between 0 and z > 0 under a stan-
dard normal density curve.

e How to get CDF from the table?

Let T'(z) denote the entry corresponding
to z, then

_ ] 054+T(z) ifz>0
Fz) = { 0.5-T(]z]) ifz<0
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Example : The line width of for semiconductor man-
ufacturing is assumed to be normally distributed with
a mean of 0.5 micrometer and a standard deviation of
0.05 micrometer.

1. What is the probability that a line width is greater
than 0.62 micrometer?

The value y = 0.62 corresponds to a z value of
_y—pn _062-05

z =24
o 0.05
The entry corresponding to 2.4 in the table is 0.4918,
thus
P(y>062) = P(z>24)=1-F(24)

1— (0.5+ 0.4918)
0.5 — 0.4918 = 0.0082

2. What is the probability that a line width is between
0.47 and 0.63 micrometer?

P(047<y<063) = P(-0.6<z<2.6)

F(2.6) — F(—0.6)

0.5+ T(2.6) — (0.5 — T(0.6))
0.2257 + 0.4953 = 0.721
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3. The line width of 90% of samples is below what
value?

From the table, find that the value of z which has
CDF equal to 90%, that is, z = F~1(0.9). From
the table, the closest z value is 1.28. Thus

y=ocz4+p =128 x0.054 0.5 =0.564.



