The OLS Estimator (1)
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The following material was used by Yue Jiang during a live lecture.

Without the accompanying oral comments, the text is incomplete as a record of the presentation.
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Why care about linear models?
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Review: vector operations

Let x be a k-vector (this is to say, with dimensions k x 1):

X1
X2

Xk
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Review: vector operations

Suppose we have some function of x, f(x). Then the gradient Vf
(with respect to x) is the k-vector of partial derivatives:

of.
0.
of
0.

Vo f = |72
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Review: vector operations

Similarly, the Hessian V2f is the k x k matrix of second partial

derivatives:
[ 8%f Pf . Pf ]
Ox? Ox10x2 Ox10xy
>t f . & f
Vif _ Ox00x1 8x22 Ox0xy
82f 2f  &f
| OxkOx1  OxxOx2 ox2 |
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________________________________________________________
Review: vector operations

The gradient has some convenient properties. For instance,
suppose we wish to differentiate the linear form x’ z, where z is
also a k-vector (and not a function of x):

21
xz:[xl Xk} S = X121+ XkzZk
Zk
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________________________________________________________
Review: vector operations

The gradient has some convenient properties. For instance,
suppose we wish to differentiate the linear form x’ z, where z is
also a k-vector (and not a function of x):

21
xz:[xl Xk} S = X121+ XkzZk
Zk

Then the gradient with respect to x is

oxTz o)

Da | [eaamtoo x| 2
VXTZ = = = = Z

xTz i(xlzl_i_..._{_xkzk) Z)

Bxk 8Xk
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Review: vector operations

Similarly, if A is a k x k matrix that is not a function of x, then the
gradient of the quadratic form x” Ax (again, with respect to x) is

v (xTAx) - (A +AT) X,

which is 2Ax if A is symmetric.
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The linear model in matrix form

We have n observations of a response variable Y and each
predictor Xy, X, ---, X,. As well, each observation has some

unobserved error € (which may have certain properties, which we'll
talk about later this semester).
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The linear model in matrix form

We have n observations of a response variable Y and each
predictor Xy, X, ---, X,. As well, each observation has some
unobserved error € (which may have certain properties, which we'll
talk about later this semester).

We wish to fit the model

Y =Bo+ BiXt+ BoXo+ -+ BpXp + €
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The linear model in matrix form

Bo
yi 1 xi1 X1 €1
el |5y
Yn 1 xm Xnp €n
S~~~ ﬁp N~
y X €
B

» What are the dimensions of each of the pieces above?
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The mean squared error

Note the error term, €; suppose we are interested in the mean
squared error (MSE), given by

» What is the dimension of the MSE?
» How would you express the MSE in terms of y, X, and 37
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Minimizing the mean squared error
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Minimizing the mean squared error

(y—XB)" (y — XB)
(y"=87XT) (y-X8)

=]
SIS
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Minimizing the mean squared error

(y—XB)" (y — XB)
(y"=87XT) (y-X8)

(y7y-28"XTy+BTX"X)

|
SIPS |k |-
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Minimizing the mean squared error

(y—XB)" (y — XB)
(y"=87XT) (y-X8)

(y7y-28"XTy+BTX"X)

|
SIPS |k |-

Suppose we wanted to minimize the MSE with respect to 3.
» What is the gradient of the MSE with respect to 37
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The mean squared error

1 T
v - —
Bne €

S|

(VyTy —_2ova Xy + VﬁTXTXB>
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The mean squared error

1
Vssele= (vyTy—2VﬂTxTy+-VﬁTxTx5>

1
n
1
n
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The mean squared error

1
Vssele= (vyTy —ovaTXTy + VﬁTXTXB>
= (o —oXTy+ 2xTXﬁ>

x XTX3 - XTy

S|I=3S =
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The mean squared error

vﬁ eTe = (VyTy—2VﬁTXTy+VBTXTXB>

:M—‘:M—‘

- (o —oxXTy + 2xTXﬁ)
x XTX3 - XTy
If a solution B exists, it occurs when this quantity is zero:

0 = set TX,@ XT

» What is the (candidate) solution?
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Minimizing the mean squared error

0= X"X3 - XTy
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Minimizing the mean squared error

0= X"X3 - XTy
X7y =X"Xp3
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Minimizing the mean squared error

0= X"X3 - XTy
X7y =X"Xp3

(xTx) TXTy=3

> s this proposed solution a minimum?
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The ordinary least squares estimate

Vs (xTxg - XTy> —x7x

If X has full column rank, then we have indeed found a minimizing
solution, since for any non-zero z z" (X7 X) z > 0 (that is, the
Hessian is positive definite). In fact, this is the unique global
solution.
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Fitted values

Suppose we use our OLS estimates ,@ to try and predict y from X:
y = X3. This gives us a vector of fitted values:

y

X3
-1

X (xTx) xTy
| —

H
where H is known as the "hat matrix” (it puts the hat on the y).
Note that this is only a function of X, NOT of y. From this
matrix, we can see how our predictions change as X varies.
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e
Residuals

The difference between the observed outcome y and the predicted
outcome y is known as the residual:

e=y-y
=y-—-Xp

We can equivalently use the hat matrix here:

e=(I-Hy
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e
Homework 1: Due Jan. 24

1. Show that V (xTAx) = 2Ax for a k-vector x and symmetric
k x k matrix A.

2. Show that H and | — H are symmetric (i.e., H" = H, etc.)
and idempotent (i.e., H2 = H, etc.).

3. Instead of the MSE, suppose we wanted to minimize the
following function with respect to 3, for some scalar A > 0
(assuming full rank X):

(y—X8)" (y — XB) + \373.

Is there an analytical solution to this objective function? If so,
provide the solution and demonstrate that it indeed minimizes
the objective function. Otherwise, explain why not.

STA 211: The Mathematics of Regression Department of Statistical Science, Duke University

Yue Jiang Lecture 1 Slide 17



Some housekeeping
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STA 211: Regression Analysis

STA 211 presents the mathematics underpinning linear and generalized linear models,
some of the most common techniques used in applied statistics. We will see how matrix
algebra enables a very practical representation of regression modeling, helps us
understand how and why regression works, and offers convenient maximum likelihood
estimation of regression model parameters. In STA 211, we emphasize mathematics and
theory over applied data analysis, although we continuously connect the mathematical
theory to topics in data analysis. This course is 0.5 credits and meets once per week.

STA 211: The Mathematics of Regression Department of Statistical Science, Duke University

Yue Jiang Lecture 1 Slide 18



