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Construct a dissimilarity/distance matrix on all pairs of N individuals based on the

number alleles shared identical by state and weighted based on maf, functionality,

or prior results from a single-locus-analysis of the SNPs. Then attempts to answer

if the variation in the level of dissimlarity of the individuals can be explained by

the phenotypic variation of interest based on an F statistic that is equivalent to a

standard ANOVA F stat when we use Euclidean distance to construct the distance

matrix on a single quantitative trait. Because the distribution prorperties of the F

stat are complicated for non-Euclidean distance measures of discrete variables, the

authors permutation tests to assess statistical significance.
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hyperparameters of interest

3


