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Abstract

Dynamic models, also termed state-space models, comprise an extremely rich model class for time series analysis. This dissertation focuses on building dynamic models for a variety of contexts and computationally efficient methods for Bayesian inference for simultaneous estimation of latent states and unknown fixed parameters.

Chapter 1 introduces dynamic models and methods of inference in these models including standard approaches in Markov chain Monte Carlo and sequential Monte Carlo methods.

Chapter 2 describes a novel method for jointly sampling the entire latent state vector in a nonlinear Gaussian dynamic model using a computationally efficient adaptive mixture modeling procedure. This method, termed AM4, is embedded in an overall Markov chain Monte Carlo algorithm for estimating fixed parameters as well as states.

In Chapter 3, AM4 is implemented in a few illustrative nonlinear models and compared to standard existing methods. This chapter also looks at the effect of the number of mixture components as well as length of the time series on the efficiency of the method.

I then turn to biological applications in Chapter 4. I discuss modeling choices as well as derivation of the dynamic model to be used in this application. Parameter and state estimation are performed for both simulated and real data.

Chapter 5 extends the methodology introduced in Chapter 2 from nonlinear Gaus-
sian models to general dynamic models. The method is then applied to a financial stochastic volatility model on US $ - British £ exchange rates and identifies a limitation in the current state-of-the-art method in that field.

Bayesian inference in the previous chapter is accomplished through Markov chain Monte Carlo which is suitable for batch analyses, but computationally limiting in sequential analysis. Chapter 6 introduces sequential Monte Carlo. It discusses two methods currently available for simultaneous sequential estimation of latent states and fixed parameters and then introduces a novel algorithm that reduces the key, limiting degeneracy issue while being usable in a wide model class. This new method is applied to a biological model discussed in Chapter 4.

Chapter 7 implements and compares novel sequential Monte Carlo algorithms in the disease surveillance context modeling influenza epidemics.

Finally, Chapter 8 suggests areas for future work in both modeling and Bayesian inference. Several appendices provide detailed technical support material as well as relevant related work.
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Introduction

Technological advancements have dramatically increased our ability to gather and store large amounts of data. Often these data are collected on a time scale, such as minutes, days or weeks, and naturally lend themselves to time series analysis. Examples include measurements of protein concentrations within bacterial cells, daily monetary exchange rates, or weekly hospital visits for a particular disease. In each of these cases, interest centers on the current and historical process driving the observations, but also in the features controlling this process.

Dynamic models provide a natural tool for analyzing time series data of this sort (West and Harrison, 1997; Harvey et al., 2004). This general class of discrete time models is defined by an unobserved latent state that evolves through time and noisy observations of that state. Inference is often accomplished using Bayesian methods including Markov chain Monte Carlo (MCMC) and sequential Monte Carlo (SMC) methodologies. MCMC naturally lends itself to batch analysis of historical data whereas SMC is more appropriate for online analysis and decisions. This thesis focuses on incorporating mixtures of distributions to improve computational efficiency of both MCMC and SMC methods of inference in dynamic models.
MCMC analysis in dynamic models is often accomplished by decomposing the sampling scheme into iteratively sampling the states conditional on the fixed parameters and then sampling the fixed parameters conditional on the states. This uses a combination of Gibbs (Geman and Geman, 1984) and Metropolis-Hastings (Metropolis et al., 1953; Hastings, 1970) steps (Gelfand and Smith, 1990). In the particular case of linear Gaussian models, states can be sampled jointly using a special Gibbs sampling step called forward filtering backward sampling (FFBS) (Frühwirth-Schnatter, 1994; Carter and Kohn, 1994) which incorporates use of the well-known Kalman filter (Kalman, 1960). Fixed parameters, such as autoregressive parameters and variances, can then be sampled using Gibbs steps common to multivariate regression.

For nonlinear Gaussian models, sampling states, parameters, or both may not be available as Gibbs steps. In Chapter 2, I introduce the adaptive mixture modeling Metropolis method (AM4) to sample jointly from the set of states. This methodology utilizes ideas of approximating filtering densities using mixtures of many precise Gaussian components to accurately capture nonlinearities in the model (Harrison and Stevens, 1971; Sorenson and Alspach, 1971; Alspach and Sorenson, 1972). Backward sampling from these mixtures provides a proposed sample for the states which is then accepted according to a Metropolis acceptance probability. Advantages of this method over standard approaches are discussed in Chapter 3 using a variety of simulated examples.

Nonlinear Gaussian models arise in application in systems biology (Wilkinson, 2006). Chapter 4 discusses a primary motivating example of building statistical models to represent the dynamics of protein concentrations within individual cells. These dynamics are responsible for cellular functions including proliferation, communication, and apoptosis as well as in unregulated cell growth leading to cancer. Statistical models representing these dynamics are useful in understanding and sug-
gesting therapeutic interventions to fight cancer progression. I use the AM4 methodology to analyze protein dynamics in both real and simulated data where inferences on latent states as well as fixed model parameters are of primary importance.

Chapter 5 extends the AM4 methodology to more general dynamic models. The similarity with nonlinear Gaussian models is that the filtered distribution for the states is still approximated by a mixture of Gaussians, but mixture components can no longer be updated based on a Taylor series expansion of the nonlinear function. Instead, the whole distribution itself is approximated allowing for approximate mixture component updating as described in Appendix B. I apply this technique to a stochastic volatility model based on monetary exchange rate data.

In Chapter 6, I discuss online analysis using SMC methods often referred to as particle filters. When all fixed parameters are known, a widely used strategy for Monte Carlo filtering of states is known as the bootstrap filter which implements sequential importance sampling with resampling (Gordon et al., 1993). Unfortunately for unknown fixed parameters, this approach is ineffective as the number of Monte Carlo samples representing the fixed parameters rapidly reduces to one. This degeneracy is counteracted by methodologies that allow for new samples to be drawn throughout the procedure using kernel smoothing (West, 1993b; Liu and West, 2001) or sufficient statistic (Fearnhead, 2002; Carvalho et al., 2008) ideas. I combine these ideas to produce an efficient yet widely applicable method for simultaneous sequential estimation of both parameters and states.

A motivating example for this context concerns influenza activity data for rapid alerting of impending epidemics. Previous research in this area has utilized MCMC methods sequentially for data analysis (Martínez-Beneito et al., 2008). As the resolution of the data increases and the length of time increases, these methods quickly become computationally infeasible. In Chapter 7, I build a dynamic model and implement novel SMC methods to analyze Google flu activity estimates for influenza.
surveillance.

This thesis builds dynamic models for a variety of applications and describes algorithms for MCMC and SMC inference in these models that increase computational efficiency. There are many possible extensions and areas for future work which are discussed in Chapter 8.
Motivated by problems of fitting and assessing structured, nonlinear dynamic models to time series data arising in studies of cellular networks in systems biology, I revisit the problem of Bayesian inference on latent, time-evolving states and fixed model parameters in a dynamic model context. In recent years, this general area has seen development of a number of customized Monte Carlo methods, but existing approaches do not yet provide the kind of comprehensive, robust, generally and automatically applicable computational methods needed for repeat batch analysis in routine application. The above criteria for effective statistical computation are central to my primary motivating context of dynamic cellular networks, an applied field that is beginning to grow rapidly as relevant high-resolution time series data on genetic circuitry becomes increasing available in single-cell and related studies (Rosenfeld et al., 2005; Golightly and Wilkinson, 2005; Wilkinson, 2006; Wang et al., 2009) and synthetic bioengineering (Tan et al., 2007). With this motivation, I build on the best available analytic and Monte Carlo tools for nonlinear dynamic models to generate a novel adaptive mixture modeling Metropolis method (AM4) that is embedded in an overall MCMC strategy for posterior computation; the resulting
methodology satisfies the above criteria while also being computationally efficient, and has generated most effective MCMC analyses from the viewpoint of convergence in a range of example models.

Given a specified model and a series of observations over a fixed time interval, I am interested in summaries of the posterior distribution for the full series of corresponding state vectors as well as fixed model parameters; this is the batch analysis. Sequential filtering and retrospective smoothing using Monte Carlo is central to the general, nonlinear forward-filtering, backward sampling (FFBS) approach that extends the profoundly useful FFBS methodology of conditionally linear, normal models introduced in Carter and Kohn (1994) and Frühwirth-Schnatter (1994); see also (West and Harrison, 1997, chapter 15). Filtering is the canonical setting for sequential particulate methods (West, 1992; Gordon et al., 1993; West, 1993b; Chen and Liu, 2000; Doucet et al., 2001; Liu and West, 2001) discussed in Chapter 6; retrospective smoothing analysis has been explored in such contexts, in terms of both marginal (Kitagawa, 1996; Hürzeler and Künsch, 1998; Doucet et al., 2000) and joint (Godsill et al., 2004) smoothing approaches. In the current chapter, I do not, however, use particle filtering methods. Closer to this perspective is that of Ravines et al. (2007) who, in the class of dynamic generalized linear models (West and Harrison, 1997, chapter 14), develop a global Metropolis-Hastings analysis within which the proposal distribution for a series of state vectors is generated from analytic approximations to filtering and smoothing distributions that are known to be accurate, and hence can be expected to lead to reasonable acceptance rates.

I develop this perspective using adaptive mixture approximations to filtering distributions that apply widely. This leads to accurate, direct analytic approximations to the smoothed distributions for the full set of states in a batch analysis, and hence to effective Monte Carlo that uses these approximations as proposal distributions. This sampling strategy for latent states is embedded in an overall MCMC that cou-
samples in samplers for fixed model parameters to define a complete analysis.

2.1 Dynamic model and FFBS analysis

Begin with the Markovian dynamic model (West and Harrison, 1997)

\[ y_t = f_t(x_t) + \nu_t \]  
(2.1a)

\[ x_t = g_t(x_{t-1}) + \omega_t \]  
(state evolution equation) \ (2.1b)

where \( x_t \) is the unobserved state of the system at time \( t \), \( y_t \) is the observation at time \( t \), \( f_t(\cdot) \) and \( g_t(\cdot) \) are known, nonlinear observation and evolution functions, and \( \nu_t \sim N(0, V_t) \) and \( \omega_t \sim N(0, W_t) \) are independent and mutually independent Gaussian innovations, the observation and evolution noise terms, respectively. Initially, assume any model parameters in the nonlinear functions or noise variances are known although those assumptions are relaxed in Chapters 4 and 5. Note that the development can be extended well beyond the focus here on additive, normal noise terms, though for specificity I focus on that structure here. Chapter 5 discusses dealing with non-additive, non-Gaussian terms.

Based on the batch of data \( y_{1:T} \), the main goal is simulation of the set of states \( x_{0:T} \) from the implied posterior

\[ p(x_{0:T}|y_{1:T}) \propto p(x_0) \prod_{t=1}^T p(y_t|x_t)p(x_t|x_{t-1}) \]  
(2.2)

where \( p(x_0) \) is the density of the initial state and \( p(y_t|x_t) \) and \( p(x_t|x_{t-1}) \) are defined by equations (2.1a) and (2.1b), respectively. This is done using the FFBS strategy:

- **FF:** For each \( t = 1:T \) sequentially process the datum \( y_t \) to update numerical summaries of the filtering densities \( p(x_t|y_{1:t}) \) at time \( t \).
- **BS:** Simulate the joint distribution in equation (2.2) via the implied backward
compositional form

\[ p(x_{0:T}|y_{1:T}) \propto p(x_T|y_{1:T}) \prod_{t=1}^{T} p(x_{t-1}|x_t, y_{1:(t-1)}). \]  

(2.3)

That is:

1. draw \( x_T \sim p(x_T|y_{1:T}) \) and set \( t = T \);
2. draw \( x_{t-1} \sim p(x_{t-1}|x_t, y_{1:(t-1)}) \);
3. reduce \( t \) to \( t - 1 \) and return to step 2; stop when \( t = 0 \).

This generates the full joint sample \( x_{0:T} \) in reverse order. All steps of FFBS depend fundamentally on the structure of the joint densities

\[ p(y_t, x_t, x_{t-1}|y_{1:(t-1)}) = p(y_t|x_t)p(x_t|x_{t-1})p(x_{t-1}|y_{1:(t-1)}). \]  

(2.4)

In particular, filtering relies on the ability to compute and summarize

\[ p(x_t|y_{1:t}) \propto p(y_t|x_t) \int p(x_t|x_{t-1})p(x_{t-1}|y_{1:(t-1)})dx_{t-1} = \int p(y_t, x_t, x_{t-1}|y_{1:(t-1)})dx_{t-1} \]  

(2.5)

while backward sampling relies on the ability to simulate from

\[ p(x_{t-1}|x_t, y_{1:(t-1)}) \propto p(x_{t-1}|y_{1:(t-1)})p(x_t|x_{t-1}) = p(x_{t-1}|x_t, y_{1:(t-1)}), \]  

(2.6)

the bivariate margin of equation (2.4). In linear, Gaussian dynamic models, these distributions are all Gaussian; in nonlinear models, the implied computations can only be done using some form of approximation.

2.2 Normal mixture model approximations

2.2.1 Background and notation

This strategy is based on approximation of the sequentially updated distributions of states via mixtures of many, very precise normal components. Mixtures have been
used broadly in dynamic modeling, for both model specification and computational methods, especially in adaptive multi-process models and to represent model uncertainty in terms of multiple models analyzed in parallel (West and Harrison, 1997, chapter 12 and references therein). The basic idea of normal mixture approximation in nonlinear dynamic models in fact goes back several decades to at least Harrison and Stevens (1971) in statistics and Sorenson and Alspach (1971) in engineering, the latter using the term *Gaussian sum* for direct analytic approximations to nonlinear models; see also Alspach and Sorenson (1972) and Harrison and Stevens (1976). The method here is a direct extension of the original Gaussian sum approximation idea now embedded in the Markov chain Monte Carlo framework. The approach builds on the concept of using mixtures of many precise normal components to approximate sequences of posterior distributions for sets of states as the conditioning data is updated; in essence, this revisits and revises earlier adaptive importance sampling approaches (West, 1992, 1993a,b) to be based on far more efficient – computationally and statistically – Metropolis accept/reject methods.

### 2.2.2 Mixtures in dynamic models

Suppose at time \( t-1 \) the density \( p(x_{t-1}|y_{1:(t-1)}) \) is – either exactly or approximately – given by

\[
(x_{t-1}|y_{1:(t-1)}) \sim Nm(p_{t-1,1:J}, m_{t-1,1:J}, C_{t-1,1:J})
\]

where \( Nm(p_{1:J}, m_{1:J}, C_{1:J}) \) represents a \( J \)-component mixture of Gaussians with component \( N(m_j, C_j) \) having probability \( p_j \) for \( j \in \{1, 2, \ldots, J\} \). Then the key trivariate density of equation (2.4) is

\[
p(y_t, x_t, x_{t-1}|y_{1:(t-1)}) = \sum_{j=1}^{J} p_{t-1,j}p(y_t|x_t)p(x_t|x_{t-1})N(x_{t-1}|m_{t-1,j}, C_{t-1,j}). \tag{2.7}
\]
Suppose that component variances $C_{t-1,j}$ are very small relative to the variances $V_t, W_t$ and inversely related to the local gradients of the regression and evolution functions $f_t(\cdot), g_t(\cdot)$ in equation (2.1); this generally requires a large value of $J$. Then variation of component $j$ of the summand in equation (2.7) is heavily restricted to the implied, small region around $x_{t-1} = m_{t-1,j}$ and $g_t(\cdot)$ and $f_t(\cdot)$ can be accurately approximated with local linearization valid in that small region. The two lead terms in summand $j$ are replaced by the local normal, linear forms $(x_t | x_{t-1}) \sim \mathcal{N}(a_{t,j} + g_{t}(m_{t-1,j} - m_{t-1,j}), W_t)$ with $a_{t,j} = g_t(m_{t-1,j})$ and $(y_t | x_t) \sim \mathcal{N}(f_t(a_{t,j})(x_t - a_{t,j}), V_t)$ with $f_{t,j} = f_t(a_{t,j})$ where $f_t^\prime(\cdot)$ and $g_t^\prime(\cdot)$ indicate the derivatives of the observation and evolution functions, respectively. This immediately reduces equation (2.7) to a mixture of trivariate normals, so that all marginals and conditionals are computable as normal mixtures. In particular, the key distributions for filtering and smoothing are:

**The equation (2.5) for forward filtering:**

$$(x_t | y_{1:t}) \sim \mathcal{N}(m_t, m_{t,1}, C_{t,1})$$

having elements $m_{t,j} = a_{t,j} + A_{t,j}(y_t - f_t), C_{t,j} = R_{t,j} - A_{t,j}^2 Q_{t,j}$ where $A_{t,j} = R_{t,j} f_t^\prime(a_{t,j})/Q_{t,j}, R_{t,j} = C_{t-1,j} [g_{t}^\prime(m_{t-1,j})]^2 + W_t$ and $Q_{t,j} = R_{t,j} [f_t^\prime(a_{t,j})]^2 + V_t$. The component probabilities are updated via $p_{t,j} \propto p_{t-1,j} \mathcal{N}(y_t | f_{t,j}, Q_{t,j})$. This adaptive mixture modeling (AMM) procedure produces a sequence of Gaussian mixtures that approximate the sequence of state filtering distributions. Code for this approximate forward filtering is provided in Appendix D.2.

**The equation (2.6) for backward sampling:**

$$(x_{t-1} | x_t, y_{1:t-1}) \sim \mathcal{N}(q_{t,1}, h_{t,1}, H_{t,1})$$

having elements $h_{t,j} = m_{t-1,j} + B_{t,j}(x_t - a_{t,j})$ and $H_{t,j} = C_{t-1,j} - B_{t,j}^2 R_{t,j}$ where $B_{t,j} = C_{t-1,j}^2 f_t^\prime(m_{t-1,j})/R_{t,j}$; the component probabilities are $q_{t,j} \propto p_{t-1,j} \mathcal{N}(x_t | a_{t,j}, R_{t,j})$. Code for backward sampling is available in Appendix D.3.
For large $J$ and small enough $C_{t-1,j}$, the implied filtering computations will provide a good approximation to the true model analysis, and have been used quite widely in applications in engineering and elsewhere for some years. Smoothing computations based on the approximations are direct, but have been less widely used and exploited to date. Our strategy is to embed these mixture computations in an overall MCMC, using them to define a global Metropolis proposal distribution for $p(x_{0:T}|y_{1:T})$. As a nice by-product, the observed Metropolis acceptance rates also provide an indirect assessment of the adequacy of the Gaussian method as a direct analytic approximation, though our interest is its use in obtaining \textit{exact} posterior samples.

2.2.3 Two-state example

To clearly fix ideas, Figure 2.1 shows aspects of an example with $g_t(x) = 0.1x^3 + \sin(5x)$, $W_t = 0.2$ and in which $(x_{t-1}|y_{1:(t-1)})$ is a $J = 50$ component mixture with resulting density graphed in the figure. The comparison between the bivariate contours of the exact and mixture approximation of $p(x_t,x_{t-1}|y_{1:(t-1)})$ demonstrates the efficacy of the method in this highly nonlinear model. Evidently, the mixture model is an accurate representation of the true nonlinear model, though the joint mixture density is in fact very slightly more diffuse – a good attribute from the viewpoint of the goal of generating a useful Metropolis proposal distribution. Approximation accuracy increases with the number of normal mixture components used so long as the variances $C_{t-1,j}$ fall off appropriately as $J$ increases, as discussed further below.

2.2.4 Regenerating mixtures

The basic mixture approximation strategy can work well when the component means are \textit{spread out}, the component variances are small, and the component probabilities are approximately equal. The spread of component means leads to desirable wide-
Figure 2.1: Bivariate and marginal distributions for two-states in a model with \( g_t(x) = 0.1 x^3 + \sin(5x) \) and \( W_t = 0.2 \), and where \( p(x_{t-1}|y_{1:(t-1)}) \) is a \( J = 50 \) component mixture with density graphed on the horizontal axis of each frame. The left pane shows exact bivariate density contours and, on the vertical axis, the implied margin for \( (x_t|y_{1:(t-1)}) \). The right pane shows the corresponding 50-component mixture approximations. In each frame, the dashed line shows the evolution function \( g_t(\cdot) \).

ranging evaluations of the nonlinear evolution and observation functions. Very small component variances improve the validity of the local linear approximations to the nonlinear functions over increasingly small regions. Balanced component probabilities ensure that each component contributes to the mixture after propagation through the nonlinearities; if only a few components dominate, it is as if all other components are irrelevant and the overall strategy will collapse.

These properties are explicitly maintained using a novel regenerating procedure shown in Table 2.1. Suppose we wish to approximate an arbitrary density \( p(x) \) using an equally-weighted mixture of Gaussians with means set at the \( J \)-quantiles of \( p(x) \) and component variances constant and chosen so that the variance of the mixture equals that of \( p(x) \). For large \( J \), this satisfies the above desiderata for mixture
Table 2.1: Regenerating procedure to approximate an arbitrary density \( f(x) \) with a mixture of Gaussians \( Nm(p_{1,J}, m_{1,J}, C_{1,J}) \).

1. Set \( p_j = 1/J \) for \( j \in \{1, \ldots, J\} \).

2. Set \( m_j \) equal to the \( j^{th}, J + 1 \) quantile of \( f(x) \) for \( j \in \{1, \ldots, J\} \). That is

\[
\frac{j}{J + 1} = \int_{\infty}^{m_j} f(x) dx.
\]

3. Set \( C_j = C \) such that

\[
V_f(x) = \sum_{j=1}^{J} p_j[C + (m_j - \bar{m})^2]
\]

where \( \bar{m} = \sum_{j=1}^{J} p_j m_j \) and \( V_f(x) \) represents the variance of \( x \) under the density \( f(\cdot) \).

approximations in our context, and this idea is used to map any given mixture distribution to one with any number of components with these characteristics. Code to perform this regeneration is available in Appendix D.1.

Figure 2.2 shows two steps in the mixture filtering process if no regeneration is performed. In particular, the mixture components means are approximately equal after the first propagation through the nonlinear function due to the function being almost constant for the main mass of \( x_0 \). Although the mixture distribution for \( x_1 \) is a very close approximation to the truth, the problem arises in approximating the distribution for \( x_2 \). In this propagation, the almost-equal component means for \( x_1 \) are evaluated at nearly the same location in the nonlinear function and the component variances are multiplied by the square of the derivative at the same location. This results in an extremely diffuse distribution that is a poor approximation to the truth.

In contrast, Figure 2.3 shows approximations if the distribution for \( x_1 \) is regenerated. The benefit is seen when the distribution for \( x_1 \) is propagated through the
Figure 2.2: Left pane shows the prior for $x_0$ along the x-axis and the prior for $x_1$ on the right side of the y-axis after propagation through the nonlinear function (blue). Right pane shows the prior for $x_1$ now on the x-axis with no regeneration and the prior for $x_2$ on the left side of the y-axis while the truth is along the right side (magenta). The location of the mixture component means for each prior are shown in green.

Figure 2.3: Left pane shows the prior for $x_0$ along the x-axis and the prior for $x_1$ on the right side of the y-axis after propagation through the nonlinear function (blue). Right pane shows the prior for $x_1$ now on the x-axis with regeneration and the prior for $x_2$ on the left side of the y-axis while the truth is along the right side (magenta). The location of the mixture component means for each prior are shown in green.
nonlinear function to approximate the distribution for $x_2$. In this process, the mixture component means for $x_2$ are diffuse and provide a very good approximation to the truth. This example is extreme, but it displays in two steps what I have seen occur in practice in multiple steps of a non-regenerated mixture filter.

In the model of equation (2.1), suppose an initial prior $p(x_0)$ is defined as a mixture, either directly or by applying the procedure of Table 2.1 to an original prior and using a large value $J$. I proceed through the sequential updating analysis, now where necessary using the regenerating procedure on the prior $p(x_t|x_{t-1}, y_{1:(t-1)})$ and posterior $p(x_t|y_{1:t})$ to revise, balance and hence improve the overall adequacy of the approximation at each stage.

2.3 Metropolis MCMC

2.3.1 Adaptive mixture model Metropolis for states

The mixture modeling strategy defines a computationally feasible method for evaluating and sampling from a useful approximation to the full joint posterior density of states of equation (2.2) and, in reverse form, equation (2.3). Forward filtering computations apply to sequentially update the mixture forms $p(x_t|y_{1:t})$ over $t = 1:T$ using equation (2.8) and the regenerating procedure of Table 2.1. This is followed by backward sampling over $t = T, T-1, \ldots, 0$ using the mixture forms of equation (2.9). Write $q(x_{0:T}|y_{1:T})$ for the implied joint density of states from this analysis; that is, $q(\cdot|y_{1:T})$ has the form of the reverse equation (2.3) in which each $p(\cdot|\cdot)$ is replaced by the corresponding mixture density.

I treat the analysis via Metropolis-Hasting MCMC analysis. With a current sample of states $x_{0:T}$, apply the FFBS to generate a new, candidate draw $x_{0:T}^*$ from the proposal distribution with density $q(x_{0:T}|y_{1:T})$. This is assessed via the standard
accept/reject test, accepting $x_{0:T}^*$ with probability

$$\rho(x_{0:T}^*, x_{0:T}) = \min\left\{ 1, \frac{w(x_{0:T}^*)}{w(x_{0:T})} \right\}$$

(2.10)

where $w(\cdot) = p(\cdot|y_{1:T})/q(\cdot|y_{1:T})$. Calculating $p(\cdot|y_{1:T})$ is straight-forward given the standard decomposition of state-space models shown in equation (2.2). Calculating $q(\cdot|y_{1:T})$ can be accomplished using the backward sampling decomposition shown in equation (2.3). In addition, many of the required component probabilities, means, and variances have been pre-calculated during the filtering and backward sampling steps. Code to calculate $p(\cdot|y_{1:T})$ and $q(\cdot|y_{1:T})$ for a given draw is available in Appendix D.4.

This is a global MCMC, applying to the full set of consecutive states, that will generally define an ergodic Markov chain on $x_{0:T}$ based on everywhere-positivity of both $p(x_{0:T}|y_{1:T})$ and $q(x_{0:T}|y_{1:T})$. As $q$ is expected to provide a good global approximation, the resulting MCMC can be expected to perform well, and as mentioned above the acceptance rates provide some indication of the accuracy of the approximation. Evidently, acceptance rates can generally be expected to decay with increasing time series length $T$. Experiences of Ravines et al. (2007) in the simpler DGLM context and in my own experiments in this and related model contexts, bear out the utility of the method. Additional comments and numerical comparisons of acceptance rates appear in Chapter 3.

2.3.2 Combined MCMC for states and fixed model parameters

Practical applications involve models with fixed, uncertain parameters as well as the latent states, and a complete analysis embeds the above simulator for states within an overall MCMC that also includes parameters (e.g., see West and Harrison, 1997, section 15.2). With a vector of parameters $\theta$, extend the model notation to

$$y_t = f_t(x_t|\theta) + \nu_t, \quad x_t = g_t(x_{t-1}|\theta) + \omega_t,$$
where, now, the initial prior $p(x_0|\theta)$ may involve elements of $\theta$ as may the variances $V_t, W_t$ (one key case being constant, unknown variances that are then elements of $\theta$).

The overall computational strategy is then to apply the above state sampler at each stage of an overall MCMC conditional on $\theta$, and to couple this with resampling of $\theta$ values using the implied distribution $p(\theta|x_{0:T}, y_{1:T})$ at each step of the chain. Depending on the model form and priors specified for $\theta$ parameters, this will typically be performed in terms of a series of Gibbs sampling steps, perhaps with some blocking of subsets of parameters. Under a specified prior $p(\theta)$, the complete conditional posterior for any subset of elements $\theta_i$ given the remaining elements $\theta_{-i}$ is

$$p(\theta_i|\theta_{-i}, x_{0:T}, y_{1:T}) \propto p(\theta)p(x_0|\theta) \prod_{t=1}^{T} p(y_t|x_t, \theta)p(x_t|x_{t-1}, \theta).$$  (2.11)

Sometimes this conditional can be sampled directly; a key example is when $V = V_t, W = W_t$ and $\theta_i = (V, W)$ when, under independent inverse gamma priors, the above conditional posterior is also the product of independent inverse gammas. In other cases, resampling some elements $\theta_i$ will use random-walk Metropolis-Hastings methods involving an accept/reject test to resample $\theta_i$, i.e., a standard Metropolis-within-Gibbs series of moves. So long as the prior density $p(\theta)$ that can be directly and easily evaluated up to a constant, such moves are easy to implement since the terms in equation (2.11) can be trivially evaluated at any point $\theta$. Full MCMC analyses with unknown fixed model parameters is explored in Chapter 4.

2.4 Summary

This chapter introduced methodology for jointly sampling a latent state vector in a dynamic model using an independent Metropolis algorithm. The methodology mimics the approach of FFBS where filtering is performed on states and samples are obtained in reverse chronology. Filtering is accomplished using an adaptive
mixture filter based on a large number of mixture components to accurately capture nonlinearities in the model. Regenerating these mixture components is required to eliminate situations where one component dominates the mixture.

The goal of this methodology is to increase Markov chain mixing by eliminating high autocorrelation between draws for states in successive iterations in an MCMC. At the current time the method is univariate and therefore multivariate states are sampled from iteratively as univariate state vectors conditional on the others. This approach has been successfully used in the example models studied in Chapter 4. Nonetheless models with a high degree of correlation between state vectors may, for computational efficiency reasons, require block updating the multivariate state vectors simultaneously.

The next chapter analyzes a number of examples to illustrate the improvement in Markov chain mixing using this method relative to standard MCMC methodologies. The following chapter builds dynamic models for biological application with unknown fixed parameters analyzed using AM4 as part of an overall MCMC approach.
Application to nonlinear Gaussian models

This chapter studies several examples of nonlinear Gaussian models (West and Harrison, 1997, Ch. 13). This class of models is characterized by the model described in equations (2.1) where either or both of the observation and evolution equation means depend on a nonlinear function of the state and the errors for both equations are Gaussian. In this chapter, I am concerned with estimation of the state in both the filtering and smoothing contexts while all fixed parameters are known. The joint distribution for the entire latent state vector in these models is unavailable analytically and therefore approximations are required for inference on those states. The literature for this class of models and their analysis is large; I present a short summary here.

In the deterministic filtering context, the most common approach is to use the extended Kalman filter which simply linearizes both the observation and evolution equations using a Taylor series expansion around the expected value of the state. Improvements to this approach use mixtures of Gaussians (Harrison and Stevens, 1971; Sorenson and Alspach, 1971; Alspach and Sorenson, 1972; Ito and Xiong, 2000).
The use of mixtures allows for more flexibility and accuracy in modeling nonlinearities. Alternative deterministic filters include the unscented Kalman filter (Julier and Uhlmann, 1997) and Gauss-Hermite quadrature filtering (Arasaratnam et al., 2007), but are not explored here.

Alternative Monte Carlo filtering strategies are based on sequential importance sampling, often called particle filters. One of the early successful implementations is in Gordon et al. (1993) who termed their algorithm the bootstrap filter. Improvements on their methodology involve combinations of importance sampling, resampling, and local MCMC moves (Kitagawa, 1996; Pitt and Shephard, 1999; Liu and Chen, 1998; Doucet et al., 2000). Doucet et al. (2001) provides a good overview.

Inferential approaches to smoothing are important both for batch analyses of time series data, but also in the context of a larger MCMC scheme involving unknown fixed parameters. In these models, smoothing is often accomplished using Monte Carlo strategies. In principle the deterministic filters could be used as proposals for Metropolis algorithms and, perhaps, even for rejection or importance sampling. Godsill et al. (2004) introduce a generic algorithm for smoothing in the particle filtering framework. Other options, such as global approximation of the smoothed state distribution, are possible (Jungbacker and Koopman, 2007).

In the following sections, I use the methodology developed in Chapter 2 to analyze a number of models. Despite the title of this chapter, I initially look at a linear Gaussian model to emphasize the importance of joint sampling of the latent states in these models. I then move on to a trigonometric model to analyze the effect of length of the time series and number of components on the Metropolis acceptance rate. Finally, I end with an illuminating example of a highly nonlinear model which produces a multi-modal posterior.
3.1 Dynamic linear model example

Dynamic linear models (DLMs) are defined by the observation and evolution equations

\[
y_t = F_t x_t + \nu_t \quad (3.1a)
\]
\[
x_t = G_t x_{t-1} + \omega_t \quad (3.1b)
\]

where \(F_t\) and \(G_t\) are known matrices and \(\nu_t \sim N(0, V_t)\) and \(\omega_t \sim N(0, W_t)\) are independent across time and mutually independent. This DLM is defined by the quadruple \(\{F_t, G_t, V_t, W_t\}\) for each \(t\), which along with \(p(x_0)\), complete specification of the Bayesian model. Of current interest is the distribution for the latent state vector \(x_{0:T}\) conditional on the observed data \(y_{1:T}\). In contrast to the analytically intractable latent state distribution found in nonlinear Gaussian models, this distribution in DLMs is available in closed form. This is true regardless of whether we are interested in the prior, smoothed, marginal, or conditional distributions for this state vector.

For illustrative purposes, I compare three alternative MCMC sampling schemes for obtaining samples from the smoothed state distribution \(p(x_{0:T}|y_{1:T})\):

1. one state at a time (Carlin et al., 1992) which I will refer to as CPS,
2. a multivariate random walk referred to as MRW, and
3. FFBS (Frühwirth-Schnatter, 1994; Carter and Kohn, 1994).

The CPS approach uses Gibbs sampling to draw from the full conditional distribution of each state conditional on all other states. Due to the conditional independence structure in the model, \(p(x_t|x_{-t}, y_{1:T}) = p(x_t|x_{t-1}, x_{t+1}, y_t)\) for \(t \in \{1, 2, \ldots, T - 1\}\) and similar results for the two end points \(x_0\) and \(x_T\). The simplification of these full conditionals makes the CPS approach attractive. The MRW proposes a value \(x_{0:T}^* \sim N(x_{0:T}, \sigma^2 I)\) where \(I\) is the identity matrix with dimension \(T+1\). The
Metropolis acceptance probability is \( \rho(x_{0:T}^*, x_{0:T}) = \min\{1, p(x_{0:T}^*|y_{1:T})/p(x_{0:T}|y_{1:T})\} \)
where \( p(x_{0:T}|y_{1:T}) \) is calculated using equation (2.2). FFBS, the final scheme, in DLMs is equivalent to the method described in Chapter 2 when \( J = 1 \). It provides exact draws from the desired posterior. The computational time for these three schemes is approximately equal and therefore each was run for 10,000 iterations starting from the same initial point sampled from the true posterior.

The model used to compare these MCMC sampling schemes is shown in equations (3.1) with \( F_t = G_t = V_t = 1 \), and \( W_t = 0.01^2 \). To complete the Bayesian model, I specify a prior for the initial latent state \( x_0 \sim N(0, 1) \). The model was simulated up to time \( T = 100 \) and the realization \( y_{1:T} \) is shown in Figure 3.1.

Figure 3.2 shows traceplots of each of the three schemes over 10,000 iterations. It is clear from these traceplots that the FFBS joint sampling approach enjoys better mixing properties than the other two which is no surprise because the MCMC samples are independent under FFBS. The CPS approach outperforms the MRW which displays terrible mixing.

The resulting pointwise credible intervals and kernel density estimates can be
Figure 3.2: Traceplots of a randomly chosen state for the CPS (green), MRW (blue), and FFBS exact sampling (red).

compared to the true posterior distribution. Figure 3.3 shows these credible intervals where the FFBS approach estimates the intervals effectively using 10,000 iterations while the intervals according to CPS and MRW are too narrow. Figure 3.4 then shows density estimates that display the bias exhibited when too few iterations are used for the CPS and MRW approaches. For fixed computational cost, the FFBS approach would be preferred over CPS and MRW in this scenario.

Figure 3.3: Pointwise 95% credible intervals for the entire 101-dimensional state vector for the truth (black), FFBS exact sampling (red), CPS (green), and MRW (blue).
Figure 3.4: Kernel density estimates based on 10,000 iterations of the MCMC for the same state shown in Figure 3.2 for the truth (black), FFBS exact sampling (red), CPS (green), and MRW (blue).

This example illustrates the benefit of independent joint sampling of the full smoothed distribution. A key feature in this example is a relatively small evolution variance compared to observation variance. The evolution variance ties down CPS so that each univariate full conditional distribution is almost degenerate. Similarly, in the MRW approach, the relatively small evolution variance requires either very small moves or large moves all in the same direction, a highly unlikely event. Development of algorithms that adaptively learn the covariance structure of the states could improve upon the MRW results (see, e.g., Haario et al., 2001). Nonetheless, Section 3.3.2 explores another situation in which these standard approaches fail.

3.2 A trigonometric model

The previous section compared two standard approaches for inference in dynamic models compared to independent sampling from the posterior. For nonlinear models, no efficient methods exist for independent sampling from the posterior for all latent states. Instead I develop an effective independence-chain MCMC.

Consider a nonlinear trigonometric model defined by equations (2.1) with $f_t(x) =$
Table 3.1: Empirical mean (sd) % acceptance rates from 100 simulations of the model defined by: \( f_t(x) = x, \ g_t(x) = \sin(x), \ V_t = 1, \ W_t = 1 \) and \( x_0 \sim \mathcal{N}(0,10) \).

<table>
<thead>
<tr>
<th>Number of Components</th>
<th>Length of time series</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td>1</td>
<td>0 (4)</td>
</tr>
<tr>
<td>5</td>
<td>62 (8)</td>
</tr>
<tr>
<td>10</td>
<td>66 (7)</td>
</tr>
<tr>
<td>50</td>
<td>74 (6)</td>
</tr>
<tr>
<td>100</td>
<td>79 (12)</td>
</tr>
</tbody>
</table>

\( x, \ g_t(x) = \sin(x), \ V_t = 1, \ W_t = 1 \) and \( x_0 \sim \mathcal{N}(0,10) \). Interest centers on \( p(x_0:T|y_{1:T}) \), the smoothed distribution for all latent states. I utilize the methodology presented in Chapter 2 which involves choice of \( J \), the number of components in adaptive mixture filtering. This section aims to understand aspects of how the number of components chosen, and the length of the time series, affect the acceptance rate in the Metropolis-Hastings sampler. Since AM4 is an independence-chain sampler with a highly accurate approximation to the target distribution, a higher acceptance rate indicates a better mixing chain. I performed the analysis using a factorial experiment with number of mixture components \( J \in \{1,5,10,50,100\} \) and the length of the time series \( T \in \{10,50,100,500\} \).

Table 3.1 shows the effect of the length of the time series and the number of components on Metropolis acceptance rate. In this simulation study, there is a dramatic jump in acceptance rates when increasing the number of components from 1 to 5. After this point, the acceptance rates gradually increase with the number of mixture components. Anecdotally, this phenomenon has been seen in every model I have tested. In this simulation study, we can also see the theoretically implied decrease in acceptance rate with length of the series \( T \). This suggests blocking the latent states into groups and performing AM4 on each set of blocks.

Table 3.2 shows the computational times for the same analysis. For a set number
Table 3.2: Relative empirical mean (sd) computation time in minutes for 10,000 iterations using the model in 3.1. Analyses were performed using Matlab R2007b on a 3.4 Ghz Intel Pentium 4 processor.

<table>
<thead>
<tr>
<th>Number of Components</th>
<th>Length of time series</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10</td>
</tr>
<tr>
<td>1</td>
<td>0.4 (.0)</td>
</tr>
<tr>
<td>5</td>
<td>0.6 (.1)</td>
</tr>
<tr>
<td>10</td>
<td>0.6 (.1)</td>
</tr>
<tr>
<td>50</td>
<td>0.8 (.1)</td>
</tr>
<tr>
<td>100</td>
<td>1.1 (.2)</td>
</tr>
</tbody>
</table>

of components, the computational time appears roughly linear in the length of the time series, as is theoretically implied. For any given length of time series, the computational time seems to increase sub-linearly with the number of components. This result must be interpreted within the context of the simulation. The expensive step of each simulation method is filtering. Since all fixed parameters are known, filtering only needs to be performed once for each simulation. Then, for each iteration in the MCMC, only backward sampling and calculation of the Metropolis acceptance probability is performed. Therefore with only one iteration, this relationship should appear linear, but as the number of iterations increase the cost of filtering is split among more iterations.

3.3 Illuminating example

Consider the example model with

\[ y_t = \frac{x_t^2}{20} + \nu_t, \]

\[ x_t = \frac{x_{t-1}}{2} + 25x_{t-1}/(1 + x_{t-1}^2) + 8 \cos(1.2t) + \omega_t, \]

(3.2)

where \( V_t = V = 10 \), \( W_t = W = 1 \) and, initially, \( x_0 \sim N(0,10) \). This standard nonlinear time series model has been studied extensively (West, 1993b; Gordon et al., 1993; Kitagawa, 1996; Hürzeler and Künsch, 1998; Doucet et al., 2000). Interest in this model exists due to the nonlinearities existing in both the observation and
Figure 3.5: Simulated latent states (top) and observations (bottom) from the model shown in equations 3.2.

Evolution equation, but also because of identifiability issues caused by the observation equation. For positive observations $y_t$, the likelihood for $x_t$ is bimodal around $\pm \sqrt{20y_t}$ which induces multi-modal filtered and smoothed distributions.

Simulated states and observations with $T = 100$ appear in Figure 3.5. AM4 was applied using $J = 1,000$ and was initialized using the regenerating procedure described in Table 2.1. This resulted in the prior for $x_0$ being approximated by a 1,000 component mixture of Gaussians each with probability of $1/J$, means set equal to the $J$-quantiles of a normal with mean 0 and variance 10, and variances all approximately equal to 0.12. The filtering distributions from using the adaptive filtering method described in Section 2.2.2 are shown for selected time points in Figure 3.6. This figure shows filtering densities that display markedly non-Gaussian behavior, the bi-modality being induced by the lack of identification of the sign of $x_t$ from the data alone.
Figure 3.6: Adaptive mixture filtering densities using data from Figure 3.5 for selected time points that display markedly non-Gaussian behavior.

Figure 3.7: Model of (3.2): Histograms of the smoothed samples for the same time points shown in 3.6.
Backward sampling, within AM4, was applied to the 101–dimensional set of states $x_{0:T}$ and generated 100,000 samples following 100,000 burn-in steps, achieving acceptance rates of around 20%. Figure 3.7 shows histograms of the sampled states at the same time points in Figure 3.6, again evidence of the high degree of non-Gaussianity. Figure 3.8 provides an overall view of the posterior over the set of states via display of a heat map of the histograms.

More interesting are the bivariate smoothing distributions for $(x_t, x_{t-1}|y_{1:T})$ for each $t$, obtained simply from marginal samples from the MCMC. Figure 3.9 shows a scatterplot of the posterior samples for $x_{71}$ versus $x_{72}$, while Figure 3.10 shows a smoothed density estimate for this same data. Again, these two figures display a high degree of non-Gaussian behavior and the reconstructions are simply not obtainable under standard linearization methods or easily, if at all, via other MCMC approaches.
Figure 3.9: Model of (3.2): Scatterplot of MCMC samples for $x_{71:72}$.

Figure 3.10: Model of (3.2): Reconstruction of bivariate density $p(x_{71,72}|y_{1:100})$. 
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3.3.1 Effect of the number of components

As was illustrated in Section 3.2, the acceptance rate of the Metropolis algorithm described in Chapter 2 is integrally tied to the number of components used in the algorithm. As the number of components increases, the acceptance rate increases. I now turn to the effect of the number of components on the acceptance rate in the nonlinear model shown in equation (3.2). I perform the same analysis as in the previous section, but now using half and double of the number of mixture components used in the previous section. Each MCMC was initiated from the same initial value, the final sample from the previous analysis, and run for 100,000 iterations.

The overall acceptance over 100,000 iterations was 0.8%, 9.2% and 32.3% for 500, 1,000, and 2,000 components, respectively. Figure 3.11 shows traceplots for state $x_{72}$ using varying number of components. This state was chosen for the multimodality it displays in the posterior, see Figure 3.10. This tri-modality is clear in the traceplot using 2,000 components where one mode is centered around -10, one around 0, and the last around 8. The traceplots indicate that both the 1,000 and 2,000 component proposals explore these three modes whereas 500 components is insufficient. This model was chosen precisely because it is hard to estimate states due to the nonlinearities involved. It is therefore unsurprising that a large number of components are required to provide good approximations to these nonlinearities and thereby provide a reasonable Metropolis acceptance probability.

3.3.2 Comparison to alternative MCMC schemes

In the previous section, the number of components used in the Metropolis proposal was evaluated for its effect on acceptance probability and therefore the exploration of the posterior distribution. In this section, I turn to alternative MCMC schemes that do not require the linearization procedure used in AM4. In particular, I look at the one state at a time (CPS) and multivariate random walk (MRW) approaches that
were compared in Section 3.1. In that section, I noted that AM4 with $J = 1$, which is equivalent to the FFBS algorithm, outperformed the CPS and MRW schemes in terms of chain mixing in a DLM. In this section, I compare these algorithms on the model shown in equation (3.2).

In the DLM example, CPS was available as a set of Gibbs steps which is not possible in this nonlinear example. Therefore, I perform a CPS random walk Metropolis with tuning parameters such that the acceptance probability for each state is around 40%. Similarly I also used a MRW proposal with tuning parameter such that the overall acceptance probability was around 20% (Gelman et al., 1996). Finally, I used the AM4 method described in Chapter 2 using 1,000 components which was shown in
the previous section to have reasonable mixing properties. All chains were initialized using the same value which was obtained by the final draw in a previous analysis using the AM4 method.

For approximately equal computational times, I ran the AM4 method for 100,000 iterations achieving an acceptance rate around 12%, the CPS method for 300,000 iterations achieving acceptance rates with mean 47% and standard deviation of 4%, and the MRW for 500,000 iterations achieving an acceptance rate around 21%.

Traceplots for state $x_{72}$ for each analysis are provided in Figure 3.12. This figure illustrates the concern with using either of the standard MCMC methods due to the inability of those methods to effectively explore the posterior. This state appears to
have a tri-modal posterior according to Figure 3.10, but neither the CPS or MRW approaches explore all three modes with this number of iterations. In contrast, the AM4 method is able to explore the space effectively.

3.4 Summary

This chapter implements the adaptive mixture modeling Metropolis method developed in Chapter 2 on a number of nonlinear Gaussian models. Initially, I motivated the necessity for joint state sampling by graphical illustration of Markov chain mixing rates for standard MCMC approaches. I then looked at the effect of number of mixture components and time series length on mixing via the Metropolis acceptance probability. Finally, I analyzed an illustrative nonlinear Gaussian model with multi-modal state posterior comparing AM4 with standard MCMC methods. The conclusion from this chapter is that joint sampling for the states can be necessary and that the AM4 methodology is an effective way of accomplishing this for moderate length time series.

More work is necessary to fully understand the efficiency gained by this approach. Of interest would be theoretical research to determine whether the chain is uniformly or geometrically ergodic. Initial attempts were made to look at this question using results of Mengersen and Tweedie (1996), but no conclusive results have been obtained. In addition, efficiency could certainly be improved by adaptively learning the number of components required to obtain a good approximation to the filtering density at each time point. These types of results would improve the computational efficiency and therefore attractiveness of using the AM4 approach.
Parameter estimation in systems biology models

In some areas of systems biology investigators seek to build mathematical/statistical models that describe the dynamics of protein concentrations within cells. Current technological limits preclude measuring \emph{in vivo} dynamics of protein concentrations within cells. Therefore model systems are constructed in the closely related field of synthetic biology. I begin this chapter by describing this field in Section 4.1 and thereby motivating the need for building models and estimating parameters in biological systems. The current state of the art in measuring \emph{in vitro} protein concentrations is via time-lapse fluorescent microscopy discussed in Section 4.2. In Section 4.3, I discuss approaches to building mathematical and statistical models for these data ultimately developing a class of nonlinear dynamic models. Section 4.4 discusses MCMC methods for parameter and state estimation in these models. I then analyze two different model systems in Sections 4.5 and 4.6.
4.1 Synthetic biology

Synthetic biology is a field devoted to creating living systems that perform a desired task. For example, scientists may be interested in developing systems that perform computations such as those described in my collaborative work with bioengineers as reported in Tan et al. (2007), reproduced in Appendix F. The purpose of the paper is to describe a bacterial system that can be used to perform mathematical computations such as integration, optimization, and fast Fourier transforms. The idea is to engineer a gene circuit that responds to a signal in a desired way. Bacterial cells are transfected with this gene circuit to produce a living organism with a known response to environmental signals. Placing these engineered bacteria into the proper environment allows us to read a response from these bacteria. For example, scientists may be interested in the level of some pollutant in a remote area. Bioengineers could build bacteria to fluoresce in the presence of this pollutant, drop the bacteria in by plane, and read a response by satellite. Since this is a living organism, a response could be read over time as the pollutant level fluctuates.

Statistical methods can aid such studies by improving the understanding of how bacteria will respond to a given stimulus. In particular, scientists may be interested in understanding a dose-response curve, e.g. fluorescence as a function of level of pollutant, or dynamic model parameters. Engineering of these circuits will inevitably require multiple cycles of design and testing. Statistical methods and, in particular, Bayesian methods are suited to help in defining where existing knowledge is present about aspects of the circuit design and where more knowledge is needed. Using these methods, statisticians can suggest experimental designs that further understanding of the relevant biochemistry and thereby decrease the number of design cycles as well as the overall design time. Using Bayesian methods provides a natural framework for iteratively gaining knowledge about model parameters, e.g. biochemical parameters,
in each step of the design. In addition, understanding these biochemical parameters will lead to more accurate inferences when performing real-world computations such as measuring pollution.

4.2 Time-lapse fluorescent microscopy experiments

Recent technological advances allow for reporting of \textit{in vitro} measurements of proteins via fluorescent proteins (FPs). Initially purified from the jellyfish \textit{Aequorea victoria} as green fluorescent protein by Shimomura et al. (1962), this protein has been mutated to produce a variety of emission wavelengths, e.g. yellow fluorescent protein and cyan fluorescent protein (CFP) (Tsien, 1998). Varying the emission wavelengths allows multiple FP\text{s} to be measured simultaneously. Each fluorescent protein is distinguished by its absorption and emission spectra (Patterson et al., 2001) which determine the optimal wavelengths used to excite and measure each of the proteins. These fluorescent proteins have become so important that the 2008 Nobel Prize in chemistry was given for their discovery and development.

These proteins have been introduced into living organisms such as in root studies in the plant \textit{Arabidopsis} (Brady et al., 2007) and in the bacterium \textit{Escherichia coli} (Rosenfeld et al., 2005; Pedraza and van Oudenaarden, 2005). Bacteria are extremely convenient organism for transfection with FP\text{s} since they are translucent, which allows easy study of cellular dynamics \textit{in vitro}. In bacteria, the typical approach is to design a gene circuit on a plasmid and then transflect the bacterial cells with this plasmid (Tu et al., 2007). The gene circuit (or circuits) will contain one or more fluorescent proteins that will provide a means of obtaining measurements on the bacterial system. In order for the gene circuit to function properly it must borrow machinery from the bacterial environment - such as DNA replication, DNA to RNA transcription, and RNA to protein translation.

The transfected bacteria are placed on a microscope slide in survivable medium.
A light source is used to excite the fluorescent protein of interest and a digital camera measures the resulting emission. Emission is measured as an 8-bit number and therefore fluorescence is measured on a scale from 0 to 255, which will be important when assigning priors to model parameters in Section 4.5.1. Equipment is available to automate the task of lighting and photography which allows for hands-free data collection. Ideally, the time resolution of measurements should be very fine so that a detailed understanding of the cellular dynamics can be ascertained. Unfortunately, (semi-)continuous exposure to light causes destruction of fluorophores, the components responsible for fluorescence, in a process called photobleaching (Tsien, 1998). Therefore, the standard time resolution for experiments of this type is 10 minutes.

Time-lapse fluorescent microscopy experiments have been used effectively to measure some biochemical and measurement parameters. Rosenfeld et al. (2005) estimate biochemical parameters in a repression system, Pedraza and van Oudenaarden (2005) estimate the amount of variability due to small copy numbers and integer number of reactions compared to variability due to environmental conditions, intrinsic and extrinsic noise respectively, and Rosenfeld et al. (2006) estimate the amount of fluorescence per molecule. Analyses such as these, and the one presented here, begin to reveal details of the dynamics of the cellular environment.

4.3 Modeling chemical reactions

Many approaches at building mathematical/statistical models for biochemical systems have been proposed. This section highlights a few of those approaches including deterministic chemical kinetics, stochastic chemical kinetics, diffusions, and discrete-time models. All of these approaches model a biochemical system composed of a set of species and reactions. Species comprise the molecules of interest that could possibly be observed if the appropriate equipment were available. These species undergo chemical reactions that can produce species, degrade species, or convert one (or
more) species to another. For theoretical reasons, the biochemical system is usually
assumed to be in thermal equilibrium in some fixed volume $V$, see Gillespie (1977).
Biologists would prefer estimation of the reaction rates discussed below, but, as will
be discussed, only complicated functions of these rates are able to be estimated. This
section continues by first introducing a more technical description of a biochemical
system and then briefly discussing these alternative modeling approaches in order to
derive the discrete-time biological model used for statistical analysis.

### 4.3.1 Biochemical system

Consider a biochemical system involving $K$ species $X_1, X_2, \ldots, X_K$ and $P$ reactions
labeled $R_1, R_2, \ldots, R_P$. The biochemical system can be described in the following
form

$$
R_1 : u_{11}X_1 + u_{12}X_2 + \cdots + u_{1K}X_K \rightarrow v_{11}X_1 + v_{12}X_2 + \cdots + v_{1K}X_K
$$

$$
R_2 : u_{21}X_1 + u_{22}X_2 + \cdots + u_{2K}X_K \rightarrow v_{21}X_1 + v_{22}X_2 + \cdots + v_{2K}X_K
$$

$$
\vdots
$$

$$
R_P : u_{P1}X_1 + u_{P2}X_2 + \cdots + u_{PK}X_K \rightarrow v_{P1}X_1 + v_{P2}X_2 + \cdots + v_{PK}X_K
$$

where $u_{pk} \in \mathbb{N} = \{0, 1, \ldots\}$ and $v_{pk} \in \mathbb{N}$ indicate in reaction $p$ the number of
molecules of species $k$ consumed and produced, respectively.

### 4.3.2 Deterministic chemical kinetics

Reaction $R_p$ has a deterministic reaction rate $r_p$ given by

$$
r_p = \frac{1}{u_{pk}} \frac{d[X_k]}{dt} = \frac{1}{v_{pk}} \frac{d[X_k]}{dt} = k_p(T)[X_1]^{u_{p1}}[X_2]^{u_{p2}} \cdots [X_K]^{u_{pK}}
$$

where $[X_k]$ indicates concentration of species $X_k$ and $k_p(T)$ is the reaction rate coef-
ficient that depends on the temperature $T$. The reaction rate $r_p$ depends only on the
species to the left of $\rightarrow$ in the set of reactions described above. Note that if $u_{pk} = v_{pk}$
then no change is observed in species $k$ even though this species may be involved in the rate of the reaction, e.g. catalysts. For each individual species in the system, the change in its concentration is given by \[ \frac{d[X_k]}{dt} = \sum_{p=1}^{P} a_{pk} r_p \] where $a_{pk} = v_{pk} - u_{pk}$. This provides a set of $k$ coupled ordinary differential equations that may describe the dynamics of the system (IUPAC, 1997).

Even in very simple settings, the number of elementary reactions can be extremely large. One way of reducing the dimensionality is the quasi-steady state assumption (QSSA). This assumption sets the reaction rates for particular reactions to zero and then solves the set of equations to remove some of the species from the model. The QSSA will be approximately correct in situations where some reactions occur much faster than others and therefore come to an equilibrium quickly, i.e. the multiscale problem Ferreira et al. (2006); Ferreira and Lee (2007). The QSSA in general will introduce nonlinearities into the differential equations for the remaining species. Therefore parameter estimation in these types of models is often accomplished through a nonlinear least-squares fit to the data (Connors, 1990; Farinha et al., 1997).

Deterministic chemical kinetics assume chemical species are evolving in continuous space and deterministically. This is unrealistic since molecules are discrete quantities. Nonetheless when species quantities are large, this assumption is accurate. In biological applications the quantities can be as small as one or two and therefore violate the assumption severely. Similarly, the chemical species are not evolving deterministically, but rather are the result of the stochastic process of reaction occurrences. Relaxing of these assumptions led to the development of stochastic chemical kinetics.
4.3.3 Stochastic chemical kinetics

Considering the same biochemical system described in Section 4.3.1, reaction $R_p$ has a stochastic reaction rate $c_p$ and hazard $h_p(X, c_p)$ (Golightly and Wilkinson, 2005; Wilkinson, 2006) where $X$ represents the current number of molecules for each species. In thermal equilibrium in a fixed volume, Gillespie (1977) derived the form of the hazard function such that $h_p(X, c_p)\Delta t$ is the probability of reaction $p$ occurring in the small time interval $\Delta t$. With $P$ reactions, this provides a hazard that at least one reaction occurs in this time interval, namely $h_0(X, c) = \sum_{p=1}^{P} h_p(X, c_p)$ where $c = \{c_1, c_2, \ldots, c_p\}$. Therefore a continuous time, discrete state-space simulation method is readily available by choosing a reaction time $\tau \sim \text{Exp}(1/h_0(X(t), c))$, an exponential random variable with mean $1/h_0(X(t), c)$, and a reaction indicator $q$ with probability proportional to $h_p(X(t), c_p)$, $q \in \{1, 2, \ldots, P\}$ (Gillespie, 1977). Time is incremented by $\tau$ and the number of molecules of each species is updated via $X_k(t + \tau) = X_k(t) + a_{qk}$. More sophisticated algorithms and approximations are described in Gillespie (2007). Simulations based on this stochastic chemical kinetic approach are performed in Section 4.5.3.

With perfect knowledge of the system, i.e. knowing $X(t)$ for all $t \in (0, T)$, stochastic reaction rates can be inferred easily. Unfortunately in the more realistic scenario of perfect but discrete observations of the system, the problem becomes analytical intractable and, even worse, numerical techniques are challenging (Wilkinson, 2006). This challenge comes from the necessity to simulate paths from $X(t_i)$ to $X(t_{i+1})$ where $t_i$ and $t_{i+1}$ are consecutive observation times (Boys et al., 2008). Therefore, at the current time, using statistical procedures to estimate stochastic chemical kinetic parameters in biological systems is not practical.
4.3.4 Chemical Langevin equation

One approach to approximating stochastic chemical kinetics advocated by Wilkinson uses stochastic differential equations (SDEs), or diffusions, to approximate the stochastic chemical kinetic equations. The general form of these SDE models is

\[ dX_t = \mu(X_t)dt + \sigma(X_t)dW_t \]  

(4.1)

where \( X_t \) is \( K \)-vector representing the amount of each species at time \( t \), \( \mu(X_t)dt \) is a \( K \)-vector describing the mean change in \( X_t \) over time interval \( dt \), \( dW_t \) is the increment of a Wiener process with variance parameter \( dt \), and \( \sigma(X_t) \) accounts for the magnitude and correlation in the evolution of \( X_t \) due to the system of reactions.

In this context, equation (4.1) is known as the chemical Langevin equation. Matching the mean and variance yields the approximation \( \mu(X_t) = Sh(X_t, c) \) and \( \sigma(X_t) = S \text{diag}\{\sqrt{h(X_t, c)}\} \) where \( S \) is the transpose of \( A = \{a_{pk}\} \) and \( \text{diag}\{h\} \) is the diagonal matrix with elements \( h \). This yields a driving Wiener process that has dimension \( P \) different from the dimension \( K \) of \( X_t \). Typically, \( P > K \) and the approximation can be re-written with a Wiener process of dimension \( K \), see (Wilkinson, 2006, Ch. 8) for discussion. Note that setting \( dW_t \) to zero recovers the ordinary differential equation model discussed in Section 4.3.2.

The reason for introducing this SDE is to allow for statistical parameter estimation. Progress has been made in some SDEs (Beskos et al., 2006), but parameter estimation in these models is, in general, an unsolved problem. A common approach for these models is to make an approximation to the SDE using a sufficiently small time-step (\( h = 1/H \)) such that the Euler-Maruyama approximation is valid, i.e.

\[ X_{t+h}\big|X_t \approx N(X_t + \mu(X_t)h, \sigma(X_t)h). \]  

(4.2)

Markov chain Monte Carlo (MCMC) analysis can then be performed on the resulting difference equation based model. If the system is observed at discrete time intervals
Then, this involves alternating between sampling for the parameters, \( \theta = \{c_1, c_2, \ldots, c_P\} \), and the unobserved states, \( \{X_{t+h}, X_{t+2h}, \ldots, X_{t+1-h}\} \) for \( t \in \{1, 2, \ldots, T-1\} \). Sampling for the parameters requires Metropolis-Hastings steps since the parameters are involved in both the mean and the variance of the difference equation. If the system is observed with measurement error, then the sampling of all states, \( \{X_t : t \in \{1, 2, \ldots, TH\}\} \) is required and performed conditional on both the parameters and the observed data. A discussion of this approach is available in Golightly and Wilkinson (2005) and sequential approaches are discussed in Golightly and Wilkinson (2006a,b)

### 4.3.5 Dynamic nonlinear models

The above chemical kinetic modeling techniques are appropriate when measurements are taken on many of the species in the system. In practice this is often not the case. In the example described later, measurements are made on only one of the four species in the biochemical system. Some simulation studies have been conducted to understand partial observation of the system, e.g. Golightly and Wilkinson (2006b, 2008), but relative to a real-world system, even these partial observations are ambitious.

Consider a context where a specified system of reactions is believed to govern the dynamics of a system. This context appears in both the fields of synthetic biology, where a reaction system is actually created and placed in an organism, as well as systems biology, where extensive high-throughput gene expression studies have identified the way in which species interact. This system can be approximated by a diffusion that is similar in form to equation (4.1), but replaced the mean and covariance with an approximation that borrow from both deterministic and stochastic modeling frameworks.

For parameter estimation, I adopt the approach of Golightly and Wilkinson (2008)
and approximate the SDE by a difference equation given by the Euler-Maruyama approximation. These models include measurement error and therefore the resulting model for time-lapse fluorescent microscopy measurements can be written in dynamic form. Including multiple independent cells in the analysis provides the dynamic model

\[
y_{c,t} = f(x_{c,t} | \theta_c) + \nu_{c,t}, \quad (4.3a)\\
x_{c,t+h} = g(x_{c,t} | \theta_c) + \omega_{c,t}, \quad (4.3b)
\]

where \(y_{c,t}\) and \(x_{c,t}\) are the observed and true amount of all species in cell \(c\) at time \(t\), \(\nu_{c,t} \sim N(0, \sigma_m^2 I)\) and \(\omega_{c,t} \sim N(0, h\Sigma)\) and independent across time and mutually independent, \(\theta_c\) are fixed parameters governing the nonlinear equations in the observation and evolution equations. I use the terminology cell trajectory to mean the sequence of observations \(y_{c,1:T}\) following one cell through time. Since observations are taken on one scale, but this scale is sub-divided into \(H\) subintervals, many of the \(y_{c,t}\) will be unobserved.

4.4 Parameter estimation

Unknown quantities are estimated using MCMC methods by alternating draws from parameters given states followed by states given parameters. When available, I choose conditionally conjugate priors for model parameters, i.e. inverse gamma or inverse Wishart distributions for variance parameters and Gaussian distributions for linear parameters in equations (4.3). The parameters in the nonlinear functions are multiplications and divisions of chemical kinetic parameters, which are all positive, and therefore, truncated Gaussian priors are used for these parameters. Due to the intractability of the full conditional distributions of multivariate truncated Gaussians (Philippe and Robert, 2003), I perform sampling on univariate parameters. For parameters that are not linear in equations (4.3), I use random walk Metropolis
Sampling from states conditional on parameters is trivial when the states occur linearly in equations (4.3) since sampling can be performed exactly using the forward filtering backward sampling algorithm (Carter and Kohn, 1994; Frühwirth-Schnatter, 1994). In general, the states will occur nonlinearly in these equations. Sampling can proceed using Metropolis methods on individual states (Carlin et al., 1992). Due to high correlation between the states, these methods can suffer from poor mixing as was shown in Chapter 3. To increase mixing, the method of Chapter 2 is used. Its application under subintervals and therefore missing data is described below.

Consider the generic dynamic model shown in equations (4.3) where, for simplicity, I drop the conditioning on $\theta_c$ as well as the subscript $c$, since cells are independent. I build a joint Metropolis proposal for all states based on analytical approximations to the filtering and smoothing distributions. In the algorithm, I say ‘regenerate $f(x)$ to obtain $Nm(p_{1:t}, m_{1:t}, C_{1:t})$’ to mean the procedure outlined in Table 2.1. The Metropolis proposal is then built by first performing the deterministic adaptive mixture filtering shown in Table 4.1. Repeating this procedure for $t \in \{1, 2, \ldots, TH\}$ provides analytical approximations to the filtering distributions. Since many observations are missing, the algorithm is simplified since the posterior is equal to the prior at those time points.

To obtain a draw from the joint distribution of all latent states, backward sample from the mixtures using the procedure described in Table 4.2. Since this procedure only provides an approximate draw from the desired distribution, a Metropolis-Hastings step is performed using this draw as a proposal. The Metropolis-Hastings acceptance probability can be calculated according to equation (2.10).
Table 4.1: Beginning with a filtering density at time $t - h$, namely $p(x_{t-h}|y_{1:t-h}) = Nm(p_{t-h,1:J}, m_{t-h,1:J}, C_{t-h,1:J})$, this adaptive mixture filtering algorithm provides a recursive procedure to calculate the filtering density at time $t$.

1. Calculate an approximation to the prior

$$p(x_t|y_{1:t-h}) \approx Nm(p_{t-h,1:J}, \tilde{a}_{t,1:J}, \tilde{R}_{t,1:J})$$

where

$$\tilde{a}_{t,j} = g(m_{t-h,j}) \quad \text{and} \quad \tilde{R}_{t,j} = (g'(m_{t-h,j}))^2 C_{t-h,j} + \sigma^2 m_{t-1,j} h$$

2. Regenerate $p(x_t|y_{1:t-h})$ to obtain $Nm(p_{t,1:J}, a_{t,1:J}, R_{t,1:J})$. If $y_t$ is unobserved, set $\tilde{p}_{t,j} = p_{t-h,1:J}, \tilde{m}_{t-h,1:J} = a_{t-h,1:J}, \tilde{C}_{t-h,1:J} = R_{t-h,1:J}$ and skip to step 5.

3. Calculate an approximation to the one step ahead prediction

$$p(y_t|y_{1:t-h}) \approx Nm(p_{t-h,1:J}, f_{t,1:J}, Q_{t,1:J}),$$

where

$$f_{t,j} = f(a_{t,j}) \quad \text{and} \quad Q_{t,j} = (f'(a_{t,j}))^2 R_{t,j} + \sigma^2 _m.$$ 

4. Calculate an approximation to the posterior

$$p(x_{t}|y_{1:t}) \approx Nm(p_{t,1:J}, \tilde{m}_{t,1:J}, \tilde{C}_{t,1:J})$$

where

$$\tilde{m}_{t,j} = a_{t,j} + A_{t,j} e_{t,j}, \quad \tilde{C}_{t,j} = R_{t,j} + A_{t,j}^2 Q_{t,j},$$
$$e_{t,j} = y_t - f_{t,j}, \quad A_{t,j} = R_{t,j} f'(a_{t,j}) / Q_{t,j},$$
$$\tilde{p}_{t,j} \propto p_{t-1,j} N(y_t|f_{t,j}, Q_{t,j}).$$

5. Regenerate $p(x_{t}|y_{1:t})$ to obtain $Nm(p_{t,1:J}, m_{t,1:J}, C_{t,1:J})$
Table 4.2: Backward sampling from an adaptive mixture filter generated according to Table 4.1.

1. Draw $x_T \sim Nm(p_{T,1;J}, m_{T,1;J}, C_{T,1;J})$ and set $t = T - h$.
2. Calculate the component probabilities, means, and variances for the distribution $p(x_t|x_{t+h}, y_t) = Nm(q_{t,1;J}, h_{t,1;J}, H_{t,1;J})$ where

$$h_{t,j} = m_{t,j} + B_{t,j}(x_{t+h} - \tilde{a}_{t+h,j}) \quad \text{and} \quad H_{t,j} = C_{t,j} - B_{t,j}^2 \tilde{R}_{t+h,j}$$

$$B_{t,j} = C_{t,j}g'(m_{t,j})/\tilde{R}_{t+h,j} \quad \text{and} \quad q_{t,j} \propto p_{t,j}N(x_{t+h}|\tilde{a}_{t+h,j}, \tilde{R}_{t+h,j})$$

3. Draw $x_t \sim Nm(q_{t,1;J}, h_{t,1;J}, H_{t,1;J})$. If $t > 0$, set $t = t - h$ and return to Step 2.

4.5 Feedback of T7 RNA polymerase

This system is defined by the seven reactions shown in Table A.1. The derivation from these seven reactions to a differential equation model is shown in Appendix A. As described in Section 4.3.5, to build a statistical model for these data, I take the Euler-Maruyama discretization of this differential equation and add measurement and evolution error to form the DnLM

$$y_{c,t} = x_{c,t} + \nu_{c,t}, \quad (4.4a)$$

$$x_{c,t} = x_{c,t-1} + \frac{k_c + \alpha_c x_{c,t-1}}{\beta_c + x_{c,t-1}} - d_c x_{c,t-1} + \omega_{c,t}, \quad (4.4b)$$

where $\nu_{c,t} \sim N(0,V)$ and $\omega_{c,t} \sim N(0,W)$ are independent across time and cell and mutually independent of each other. The unknown fixed parameter set is $\theta = \{k_c, \alpha_c, \beta_c, d_c, V, W\}$ for $c \in \{1, 2, \ldots, C\}$. The subscript $c$ indicates that each cell evolves independently and according to evolution equations with different parameters. The attempt in the subsequent analyses are to distinguish cells on the basis of the parameters defining their evolutions. Therefore identical priors are placed on equivalent parameters for different cells, e.g. $p(k_c) = p(k_{c'})$ for $c \neq c'$. The follow-
ing section describes the rationale for choosing the prior distributions for all model parameters.

4.5.1 Prior elicitation

Informative priors are used for model parameters in order to insure model identifiability and to incorporate known biochemistry. The hyperparameters for the production, decay, and evolution noise described in this section are on the scale of the data, i.e. a 10-minute interval. Since the actual analysis is performed on a smaller time scale, the hyperparameters are scaled appropriately.

- Rosenfeld et al. (2006) describe an experiment that measures the observation noise in fluorescent microscopy measurements. They find that for the sum of fluorescence in a bacterial cell, the observation standard deviation is $156 \pm 2 \times 5$ fluorescent units. I model the mean rather than sum of fluorescence in bacterial cells. With a median number of pixels per cell of 450, the equivalent observation variance has expectation 0.1202 and 95% probability interval around (0.1053,0.1361). A scaled inverse $\chi^2$ distribution that approximates this distribution has degrees of freedom of 450 and scale of 0.1202. Since the work of Rosenfeld et al. deals with a different fluorescence protein in a different system, I use a less informative prior by reducing the degrees of freedom to 20.

- Hyperparameters for the evolution noise are calculated empirically from previous in-house experiments. The empirical evolution function is calculated and an estimate of the evolution variance is obtained. A good estimate of the evolution variance and its variability is captured with a scaled inverse $\chi^2$ distribution having degrees of freedom of 200 and scale of 0.3. Wishing to remain more agnostic about this parameter, I assign a scaled inverse $\chi^2$ distribution having degrees of freedom of 20 and scale of 0.3.
• Decay in mean fluorescence is composed of both the protein decay and increase in pixel size of a bacterial cell. The decay of T7 RNAP has a half-life around 4 hours [Cheemeng Tan, personal communication]. The percentage increase in pixel size of a bacterial cell was estimated using previous experiments and found to be 7.4% in a 10-minute period. Combining these two effective decay rates, I find the overall percentage decay to have an expected value of 0.0952 over a 10-minute period. As a prior for this parameter, I use a normal truncated to (0,1) with expected value 0.0952 and scale parameter .01.

• The parameter $k$, which accounts for the production of T7 RNAP when no T7 RNAP is available for the feedback loop, is small but it is unclear how small. Previous attempts at modeling this data with diffuse priors on this parameter caused identifiability issues since either $\alpha x$ or $k$ can be responsible for production. Therefore, I use an informative prior on this parameter based on scientific intuition. The resulting prior is a positive normal prior with expected value of 0.1 and standard deviation 0.1.

• The parameter $\alpha$ accounts for the level of production of T7 RNAP when the level of T7 RNAP is high. Since I have placed an informative prior on $k$ less information is needed about $\alpha$ in order to insure identifiability of the model. I use a diffuse positive normal prior with expected value of 4 and standard deviation of 10.

• Finally, the nonlinear parameter $\beta$ represents the equilibrium constant for the binding and unbinding of T7 RNAP association with the promoter. As a practical matter, it is hard to measure this equilibrium constant. Even if it were, I am modeling the changes of protein concentration on the fluorescence level and the conversion factor is unknown. Attempting to be non-informative
I assume a positive normal prior with mean of 10 and standard deviation of 10.

In the model described by equations (4.4), parameters describing the evolution function for each cell trajectory are distinct. In the analyses that follow, the equivalent prior distributions are assumed for the same parameters in each cell trajectory and the observed differences between the posterior distributions inferred by each trajectory is analyzed. More information on priors and full conditional distributions is available in Appendix C.1.

4.5.2 DnLM simulated data

As a first approach to understand parameter estimation in discrete-time biological models, simulations from the model shown in equations (4.4) were performed for $C = 2$. For the two cell trajectories the following parameters were used: $k = 0.01$, $\beta = 10$, $d = 0.01$, $W = 0.3$, $V = 0.12$ and $x_{1,0} = x_{2,0} = 50$. The trajectories differed only in the $\alpha$ parameter where that parameter was set to 0.25 and 1.2 to represent low and high T7 feedback mechanisms, respectively. The results of this simulation are shown in Figure 4.1 where the effect of $\alpha$ is clear.

Figure 4.2 shows the results of an MCMC analysis using $J = 1$ components in AM4 with $p(x_{1,0}) = p(x_{2,0}) = N(50,1)$. As can be seen from the plots, no new information is gained in the analysis about the parameters $k_1, k_2, \beta_1, \beta_2,$ and $V$, but information is gained on $\alpha_1, \alpha_2, d_1, d_2,$ and $W$. Importantly, the information gained on the decay parameter is consistent between the two sets of cells but the posteriors for $\alpha$, the feedback production term, hardly overlap. Recall that the only difference in the two sets of simulated data is in that parameter noted by the two red Xs in the upper right hand plot of the figure.

The production and decay parameters are highly correlated as can be seen in Figure 4.3. This correlation should be unsurprising because an increase in decay can
Figure 4.1: Time-lapse fluorescent microscopy data simulated from a DunLM for two levels of enhanced RNA production. The shaded regions indicate 95% probability intervals based on 1,000 simulations from the model while the two trajectories are the simulations used in this analysis.

be compensated for by an increase in the production. This correlation is important when building new biochemical models and thinking about priors on parameters in those models. For identifiability reasons, informative priors will be needed on at least one of the parameters. In order to obtain meaningful information separately on these parameters, experiments need to be designed to isolate one of the parameters. The decay rate is easier to isolate by designing an experiment that has no production but only has decay of the protein. In the literature, this is the case as more information is available on decay rates than on most other biochemical parameters, see e.g. Rosenfeld et al. (2006).

In addition to posterior estimates of fixed biochemical parameters, the MCMC analysis also provides posterior estimates for the latent protein levels. Figure 4.4 shows posterior estimates of the two cell trajectories shown in Figure 4.1. The
Figure 4.2: Posterior plots for model parameters based on the DnLM simulated data shown in Figure 4.1. The top four plots contain posterior histograms for cells with low (red) versus high (blue) enhanced RNA production. Starting from the top left and continuing clockwise, these parameters are $k$, $\alpha$, $\beta$, and $d$. The bottom two plots show parameters common to both sets of cells where $\sqrt{W}$ is shown on the left and $\sqrt{V}$ shown on the right. In all plots, the prior is shown in green and the truth shown as a red X.

Pointwise 95% credible intervals display a characteristic linked-bubble shape due to the imputation of latent states between observations. The locations of the link in these bubbles is due to an observation occurring at that time and therefore more information is available for the posterior estimate of that latent state. Similarly, the least information about the latent state is available mid-way between observations and therefore the credible interval has maximum width at those times.
Figure 4.3: Scatter plots for posterior draws of $\alpha$ versus $d$ for low (red) and high (blue) production using DnLM simulated data. Truth shown as black Xs.

4.5.3 Dynetica simulation

The previous section discussed a dynamic model of data simulated from that model. This is a common approach in evaluating statistical models and inferential procedures to determine the efficacy of the procedure to estimate quantities of interest. Once the procedure is deemed accurate enough, real data is used in place of the simulations to enhance scientific knowledge. Attention now turns to simulated data, but rather than from the statistical model, simulations are performed according to the stochastic chemical kinetics described in Section 4.3.3. When analyzing data based on chemical reactions, such as time-lapse microscopy data, *stochastic simulations* are an intermediate simulation useful in testing statistical procedures. Stochastic simulation of chemical kinetics models all reactions in the system and updates species quantities as those reactions occur; they are multivariate stochastic processes on the
positive integers in continuous time. For a review, see Gillespie (2007).

Stochastic simulations were performed using the Dynetica software (You et al., 2003) according to the first reaction method (Gillespie, 1977). Dynetica is a graphical user interface that allows for building biochemical systems according to species, reactions, and reactions rates (either deterministic or stochastic). It allows for deterministic simulations according to approximations to the differential equations as well as stochastic simulations using a variety of methods. Figure 4.5 displays the Dynetica schematic used in this simulation. This schematic is a graphical representation of the biochemical system under study.

Data were recorded on 10-minute intervals for a total of 400 minutes. The kinetic parameters used in this simulation are 0.001 for basal RNA production, 1 for protein production, 5.6 and 0.2 for association and dissociation of protein with the promoter, 0.063 for RNA decay, and 0.00435 for protein decay. Simulations were performed
Figure 4.5: Dynetica schematic of T7 RNA polymerase feedback. The four chemical species (blue circles) either decay (red lines) or are produced (green lines) through a set of seven chemical reactions (boxes with arrows) described in Table A.1.

using two different levels of enhanced RNA production: 0.005 (low) and 0.24 (high). The simulations were initiated with 50 T7 genes (multiplicity due to the number of plasmids within the cell containing this gene circuit), 1500 T7 protein molecules, no RNA, and no promoter-protein complexes, but only the number of T7 protein molecules is recorded. The quantity of T7 RNAP protein was then multiplied by 15, representing the conversion to fluorescence units (Rosenfeld et al., 2006), and divided by 450 to obtain mean fluorescence per pixel. The simulated data are shown in Figure 4.6. Measurement noise was then added as independent Gaussian errors with mean 0 and variance 0.12.

Figure 4.7 displays MCMC estimates of the parameters in equations (4.4) on Dynetica simulated data using exactly the same priors and tuning parameters as in the previous section. Similar to the previous analysis, no information gain is seen for parameters $k_1, k_2, \beta_1, \beta_2,$ and $V$ although perhaps $V$ has a slight shift. In contrast, the parameters $\alpha_1, \alpha_2, d_1, d_2,$ and $W$ are informed by the data. In particular,
Figure 4.6: Dynetica simulated time-lapse fluorescent microscopy data for two levels of enhanced RNA production. The shaded regions indicate 95% probability intervals based on 1,000 simulations from the model while the two trajectories are the simulations used in this analysis.

interest focuses on the posterior for parameter $\alpha_1$ compared to $\alpha_2$ since the system was simulated expecting these two parameters to be different. The posteriors are certainly different for these two parameters, but not as distinctly as in the DnLM simulated data. It appears the difference in these parameters is perhaps confounded with the observed difference in the posterior for the decay parameters.

Figure 4.8 shows the posterior correlation for the enhanced production and decay parameters for the two analyses. It is clear from this figure that the posterior joint distribution for these two parameters lie in different regions of the parameter space. The fan shape of the joint distribution for these parameters under the high production simulation suggests using a more informative prior for at least one of the parameters when possible.

Figure 4.9 displays 95% credible intervals for the latent state. These posterior
estimates are useful when studying a cascading network where the levels of upstream proteins affect the levels of downstream proteins. In particular, a common view is that biological systems work on thresholds whereby a downstream protein becomes active when an upstream protein reaches a threshold. If the threshold for this protein happened to be 100, the data alone would suggest the protein reaches that level at time 250, but the statistical analyses suggests that there is a sizable probability that it occurs between time 240 and 250, with some smaller probability that it occurs
4.5.4 Time-lapse fluorescent microscopy data

*Escherichia coli* bacteria were transfected with a plasmid containing a gene circuit. This gene circuit contains a T7 RNAP gene and the cyan fluorescence protein (CFP) gene. The circuit is constructed such that T7 RNAP and CFP are simultaneously expressed and therefore CFP is a measure of the amount of T7 RNAP in the system. A small number of these bacterial cells were placed on a microscope slide and photographed automatically on 10-minute intervals; see Section 4.2 for more details of time-lapse microscopy experiments. Figure 4.10 shows three frames from a time-lapse microscopy movie. The phase image in this figure uses all visible light and is therefore exactly what a scientist would see while looking through the microscope. The fluorescent image on the other hand is produced by shining light of 455nm in
Figure 4.9: Posterior 95% credible intervals (blue) for the latent state series with the truth (red) for Dynetica simulated data.

wavelength and then recording the intensity of light at wavelength $480 \pm 40$ for a short duration.

Cell segmentation, tracking, lineage reconstruction, and data collection were performed using CellTracer (Wang et al., 2009); this paper, describing our novel imaging methodology, is reproduced in Appendix E. The main contributions of the paper include an algorithm for automatically identifying individual cells in a population, tracking each cell from one frame to the next as well as multiple daughter cells from one mother cell, building a genealogic tree to record which daughter cells are descendant from which mother cells, and reporting cell characteristics such as fluorescence level and size. CellTracer outperforms other commercially and academically available software for these tasks in bacterial cells as well as in other contexts.

My contribution to the work involved testing alternative software and discussions involving the algorithm design. Prior to building the software in house, I attempted
Figure 4.10: Frames from a time-lapse fluorescent microscopy movie. The phase image contains all wavelengths of visible light whereas the fluorescence image is captured using a filter that only records wavelengths around 480nm.

Figure 4.11 shows the resulting fluorescence trajectory of two cells that appear to have different biochemical parameters. There is no immediate reason as to why two cells would have similar fluorescence up to time 200 and diverge thereafter. Therefore, it is assumed for the purposes of this analysis that the similarity up to time 200 is solely due to the random, intrinsic noise in the cellular environment of the cells.

Similar to the previous analyses, this data was analyzed using the model of equa-
tions (4.4) and exactly as performed in the previous two sections. Figure 4.12 displays posterior histograms for model parameters estimated using time-lapse microscopy data. Compared to the simulated data, in this analysis the evolution variance as well as the enhanced production and decay parameters are informed by the data. The enhanced production parameters have distinctive posterior distributions due to their shapes, but it is unclear if this is suggesting that one has higher or lower production than the other. In contrast, the decay parameters appear to be different. The decay parameter for the high trajectory in Figure 4.11 is small compared to the decay parameter for the low trajectory. This lends credence to the scientific hypothesis raised that bistability in protein fluorescence level is caused by growth-modulation [Cheemeng Tan, personal communication].

Figure 4.13 shows the posterior correlation between the $\alpha$ and $d$ parameters for the two different cell trajectories. On one hand, the marginal distribution for $\alpha$ shown
in Figure 4.12 suggests there is not enough information in the data to distinguish the parameter $\alpha$ between the two trajectories. On the other hand, this bivariate scatter plot suggests that it is the joint distribution of $\alpha$ and $d$ that are distinct.

Figure 4.14 then shows posterior credible intervals for the latent protein state. The large jump in the blue trajectory around time 340 suggests a heavier-tailed distribution to govern the underlying dynamics. In particular, modeling the evolution using any Beta-Gamma autoregressive process (Ristic, 2005) would provide for this dynamic.
4.6 Example motivated by pathway studies in systems biology

Consider a biological system that has two proteins of interest: an activator and a target. Two molecules of the activator and two molecules of the target can combine to form a tetramer. This tetramer can then enhance the production of the target. This type of system is very common in human cells, and particularly in gene pathways that control cell developmental processes that play key roles in cancer when deregulated (Sears et al., 1997; Nevins, 1998; Bild et al., 2006). As a synthetic example that mirrors this structure, suppose noisy measurements are obtained of the target protein while the level of the activator is assumed known in a model of the form

\[ y_t = x_t + \nu_t, \]  
\[ x_t = (0.1 + 0.3a_{t-1}^2x_{t-1}^2)/(3 + a_{t-1}^2x_{t-1}^2) + 0.9x_{t-1} + \omega_t, \]
Figure 4.14: Posterior pointwise 95% credible intervals (blue) for the latent state series for the real data.

where \( \nu_t \sim N(0, 1) \), \( \omega_t \sim N(0, 0.05) \), and \( p(x_0) = N(1.5, 0.5) \); here \( a_t \) and \( x_t \) indicate the levels of the activator and target proteins, respectively, at time \( t \). The tetramer binding of these proteins is represented through the \( a^2x^2 \) term since the exponents are determined by the number of molecules of each component in the tetramer.

In biochemical kinetics, interpretation of the model is performed separately for the production and decay functions shown in Figure 4.15. In this case, 0.9\( x \) indicates that from one time point to the next 10% of the protein decays on average; decay is linear in \( x \) and independent of the activator. On the other hand, the production function, \( (0.1 + 0.3a_{t-1}^2x_{t-1}^2)/(3 + a_{t-1}^2x_{t-1}^2) \), has a logistic form in \( x \) and also varies depending on the activator. Figure 4.15 shows examples for high, medium, and low levels of the activator. The figure is easiest to interpret by choosing an \( x \) and then looking at whether the production line is above or below the decay line. The increase or decrease in \( x \) will be, on average, proportional to the difference between these two
In reality, the activator often has an oscillating pattern – related to the progression through cell cycles – and scientists are interested in the response of the target. Figure 4.16 shows the level of the oscillating activator and the observations for a simulated data set with $T = 180$. Inference on $x_t$ levels is important since the target protein may affect genes downstream in the overall biological pathway. From the data in this plot, it seems clear that periodicity exists; however, due to the realistically high degree of measurement noise, it is unclear what exactly the levels of the underlying protein are. This can be particularly important when downstream target genes are extremely sensitive to the levels of the protein, perhaps only being expressed when the protein passes a certain threshold.

AM4 was applied using $J = 100$, again saving 100,000 MCMC samples after the same length burn-in and now achieving a Metropolis acceptance rate of 41%. Figure 4.17 provides a graphical summary of the inferred trajectory of the target protein in terms of pointwise median and 95% credible interval for each $p(x_t|y_{1:T})$ from the MCMC output. The known “true” target values are overlaid. For reference, the activator is included showing how the target response oscillates in a delayed fashion relative to the activator.

4.6.1 Multivariate states and parameters

Scientists are naturally interested in models with state vectors in more than one dimension, and have studied a number of examples with analysis based on the immediate application of the above computational strategy now extended via a Gibbs sampling set to treat each of the individual states. The alternative approach – extending the general mixture strategy to be based on multivariate mixtures – is certainly of interest but beyond the scope here, while the coupling of univariate samplers within a Gibbs framework is immediate and, in these examples, effective. As
Figure 4.15: Model of (4.6): Production and decay functions for various levels of the activator.

Figure 4.16: Model of (4.6): The upper plot shows the known level of activator and the lower plot shows the observation at all time points.
Figure 4.17: Model of (4.6): Pointwise median (solid, blue) and 95% credible interval (dotted, blue) results for the target protein (black). The activator (red) is shown for reference.

As an example, I examine the above model now including inference on both activator and target state variables.

The more realistic version of the above model in equations (4.6) involves measurements on both the activator and the target protein as well as uncertainty about the parameters in the evolution functions. As an example, suppose that the evolution function for the activator is an autoregressive process whose mean varies depending on the on/off state of the activator that is controlled experimentally. The full model is then

\[
y_t = \begin{pmatrix} a_t \\ x_t \end{pmatrix} + \nu_t \\
\begin{pmatrix} a_t \\ x_t \end{pmatrix} = \begin{pmatrix} \mu_{c_t} + \phi(a_{t-1} - \mu_{c_t}) \\ (k + \alpha a_{t-1}^2 x_{t-1}^2)/(\beta + a_{t-1}^2 x_{t-1}^2) + \psi x_{t-1} \end{pmatrix} + \omega_t
\]

where \( c_t \in \{0,1\}, \nu_t \sim N(0, \sigma_m^2 I), \) and \( \omega_t \sim N(0, \text{diag}(\sigma_a^2, \sigma_x^2)) \) again independent
and mutually independent. Simulations were performed up to $T = 180$ using $k = 0.01, \alpha = 0.3, \beta = 4, \psi = 0.9, \mu_0 = 0.5, \mu_1 = 2.5, \phi = 0.9, \sigma_m = 1, \sigma_a = 0.05, \sigma_x = 0.05, x_0 = 1.5$ and $a_0 = 1.5$ and the results are shown in Figure 4.19.

Informative priors are used for all fixed parameters either to truncate the parameters to reasonable regions or to provide information on plausible biological knowledge. For example, many parameters are products of chemical kinetic reaction parameters. Since chemical kinetic parameters are all positive, their products are also positive. This includes the parameters $k, \alpha, \beta, \mu_0,$ and $\mu_1$ which are given positive Gaussian distributions with expected value equal to the truth and scales (standard deviations) of 0.032, 1, 1, 0.1, and 0.1, respectively. The autoregressive parameters, i.e. the percentage of protein remaining from the previous time point, are given Gaussian priors truncated to the interval $(0,1)$. Both priors have expected value equal to the truth and scales of 0.1 which are fairly diffuse. Finally, priors for the variance terms are given scaled inverse $\chi^2$ with degrees of freedom of 3 and expected values equal to the truth.

The analysis performed through MCMC is decomposed into Gibbs and Metropolis steps. The steps are all univariate with the exception of the draws for the latent states of the activator $a_{0:T}$ and the target $x_{0:T}$. All fixed parameters with the exception of $\beta$ are available as Gibbs steps and a random walk Metropolis was used for $\beta$. The joint draw for $a_{0:T}$ is available using FFBS neglecting the evolution equation for $x$ and then using this as a Metropolis proposal. The joint draw for $x_{0:T}$ is performed through AM4 of Chapter 2. More details on the full conditional distributions for all model parameters is provided in Appendix C.2.

The full MCMC analysis was performed using $J = 10$ mixture components for the target protein Metropolis step, saving 50,000 iterations after 5,000 burn-in, and achieving a Metropolis acceptance probabilities of 40%, 43%, and 9% for $\beta$, $x_{0:T}$, and $a_{0:T}$ respectively. Figure 4.18 provides the posterior marginal histograms for fixed
Figure 4.18: Model of (4.7): Histograms of marginal posterior estimates (blue), prior (green), and true value (red) for fixed model parameters.

model parameters as well as the priors and true values used in the simulation. This figure shows that little information is gained about $k$, $\mu_0$, and $\mu_1$. On the other hand, $\alpha$, $\psi$, $\phi$, and $\sigma_m$ all have more informed posteriors relative to their priors. In contrast, although the priors were meant to be uninformative for parameters $\beta, \sigma_x$, and $\sigma_a$ very little information is gained in the analysis.

Figure 4.19 provides posterior median and pointwise 95% credible intervals for the activator and target protein. The credible intervals appear to capture the truth quite accurately and these inferences are much more accurate than the observed data. As mentioned earlier, these plots would be particularly useful when combined with a larger model where the target protein affected downstream proteins via a threshold
or similar method since MCMC methods allow for calculating the probability of the target protein being above or below that threshold at each time point.

4.6.2 Mis-specified prior for nonlinear parameter

As mentioned previously, little scientific knowledge is available for the nonlinear parameter $\beta$. In this section, I intentionally mis-specify the parameter $\beta$ by giving it a prior with expected value 12 and standard deviation of 1 when the true value is 3. I then analyze how this mis-specification affects the inference on $\beta$ and all other parameters.

Exactly the same settings are used for this analysis as were used in the previous with the exception of this parameter. Figure 4.20 provides posterior histograms for fixed model parameters when the prior on $\beta$ is mis-specified. Most of the parameters appear unaffected by this mis-specified prior. The posterior for $\beta$ appears to be,
if anything, moving toward the true value relative to the prior, but this change is certainly slight. The only other parameter that appears to be affected is $\psi$, the percentage of target protein remaining from the previous step. This should come as no surprise since $\beta$ reduces the production of the target protein and therefore $\psi$ compensates by increasing the amount of target protein retained from the previous time point. Results for the latent states are not shown as there was very little difference from the previous analysis.

4.6.3 Inference on unmeasured components

One question that arises in the analysis of systems biology models is that of inference on components of the system for which no measurements are taken. The biological models that are described here are founded on the underlying levels of DNA, RNA, and other proteins that are not specifically modeled; see Appendix A. A natural
question is: what information can be obtained about unmeasured components in the system?

I begin with the system described in equations (4.7). In the previous section, all fixed parameters are assumed unknown, although some had informative priors, and both of the components of interest were observed with noise. In this section, I assume no observations are taken on the activator and try to understand what information can be obtained concerning its level.

In the following two subsections, I analyze this question making two different assumptions. In Section 4.6.4, inference is performed for the latent activator level when all fixed parameters and the level of the target protein are known. In Section 4.6.5, I relax the assumption of all known parameters by relaxing the priors in the evolution equation for the activator.

4.6.4 All fixed parameters and target level known

Earlier, I performed an analysis of a simulated systems biology example containing an activator and a target protein and their underlying dynamics. The evolution and observation equations contained 10 fixed parameters that were inferred from the measured levels of the two proteins. Here I assume that all fixed parameters and the target protein level are known, but no measurements are taken on the activator. The objective is to understand how much information is available about the latent state of that activator.

Figure 4.21 shows the prior and posterior for the latent activator level when the stationary means, autoregressive parameter, and evolution variance for the activator are all known, but no measurements are taken on the activator. From this figure, it is clear that the prior itself is very informative about the level of the activator. Recalling equations (4.7), the posterior shows the additional information provided on the activator by the evolution equation for the target protein. The most obvious
difference occurs initially where the credible interval is much tighter for the posterior than for the prior. In addition, differences can be seen as shifts in the troughs where in the first trough the posterior is shifted higher and in the second and third the posterior is shifted lower.

4.6.5 Relaxing priors on fixed parameters

I now relax the assumption of all fixed parameters known by allowing the variance for the activator evolution to be unknown. This parameter is given diffuse scaled inverse $\chi^2$ distribution with degrees of freedom of 3 and scale of $0.05^2/3$ so that the expected value is the truth. All other parameters are assumed known at their true values including the target protein level. So although the stationary means and autoregressive parameter are known, both the marginal and conditional distributions for the activator have unknown variance.

Figure 4.22 displays the prior and posterior for the activator level when the evolution variance is known but no measurements are taken on the activator. This figure shows that the pointwise 95% credible intervals are slightly wider for the prior
Figure 4.22: Pointwise 95% credible intervals (dashed) and median (solid) for the prior (gray) and the posterior (black) for latent activator protein level when no measurements are taken on this protein and when the evolution variance is unknown.

compared to the posterior. This is in contrast to Figure 4.21 where the credible intervals where almost identical at their peaks. Still, the overall difference between these situations is small.

Figure 4.23 shows the posterior and prior for the activator evolution standard deviation. It is clear from this figure that some learning about this parameter has occurred, although the learning over this 180 observations appears minor. Therefore it does not appear that the relaxing knowledge about the evolution variance has a major effect on the prior or posterior for the unobserved latent activator level.

I now assume the stationary means and autoregressive parameter are also unknown. Gaussian priors are used for $\mu_0$ and $\mu_1$ with means equal to the true values and standard deviations of 1. The autoregressive parameter is given a normal prior truncated between 0 and 1 with an expected value equal to the truth and a variance of 0.1. The evolution variance was given the same prior as in the previous example.

Figure 4.24 shows the results sampling from the prior and the posterior for the latent activator level. Unlike previous examples, the prior for the latent activator level is now diffuse. Nonetheless, the resulting posterior credible intervals are rela-
Figure 4.23: Posterior histogram and prior (green) for the evolution standard deviation of the activator.

Figure 4.24: Pointwise 95% credible intervals (dashed) and median (solid) for the prior (gray) and the posterior (black) for latent activator protein level when no measurements are taken on this protein and all evolution parameters are unknown.
Figure 4.25: Posterior histogram and prior (green) for activator evolution parameters. Clockwise from top left the parameters are $\mu_0$, $\mu_1$, $\phi$, and $\sigma_a$.

tively tight. A couple of apparent artifacts can be seen, but these were consistent across multiple runs of the MCMC. Since the information about the activator level is coming through the evolution equation for the target, presumably these “artifacts” reflect an extreme target protein level. This analysis suggests that a lot of information about the activator is passed through the evolution equation for the target protein.

We can also evaluate the learning about the activator evolution parameters by their posteriors in Figure 4.25. The stationary means and autoregressive parameter have posteriors very distinct from their priors whereas the evolution standard deviation is approximately the same. A progression of increasing knowledge can be seen
which impacts parameter estimates and, in turn, the latent activator state. With little knowledge of parameters, i.e. the prior in Figure 4.24, the intervals for the latent activator state are large. As knowledge about the fixed parameters increases, e.g. the posterior in Figure 4.24, our uncertainty about the activator decreases. When knowledge about these parameters is complete, e.g. Figure 4.21, the intervals for the latent activator are the most precise.

4.7 Summary

This chapter explored some discrete time models for biological systems and MCMC analyses on simulations and real data. The objective was to estimate parameters and unknown states while understanding the affect of knowledge about different model components. Beginning from a mechanistic approach outlined in Appendix A, it is clear that many chemical kinetic parameters in the system will never be identified solely by the data. Even aggregating these parameters to build a dynamic model requires the use of informative priors with data of the sort analyzed here.

Experiments will need to be carefully designed to isolate model parameters and allow for their identification by data. In particular, some suggestions for possible future experiments are listed here.

- Take repeated measurements of the system to understand the observation variance.

- At each time point, activate fluorescent proteins with a small amount of excitation light and take a measurement. Repeat this multiple times at that time point to understand the relationship between protein amount and observed fluorescence.

- Build a system with a highly stable protein and no production of that protein
and little bacterial growth. Measure this protein repeated through time to understand the measurement error variance.

- Build a system that can be initiated with high protein concentration and such that the no more protein is produced to isolate the decay parameter.

- Build a system where the protein can be maintained at a high level, i.e. no cell growth, to estimate the high-protein production rate.

- Build a system where the protein can be maintained at a low level by, for example, washing away a protein that can easily permeate the cell membrane. This will isolate the low production rate.

The understanding of in vitro systems will be enhanced when we are able to decompose the system into components that can be studied in isolation. This will facilitate model building, parameter estimation, and use of previous experiments as priors for future models.
The previous chapters have discussed the case of nonlinear but Gaussian models. This chapter aims to extend that discussion to general dynamic models. In the nonlinear examples, the observation and evolution functions were linearized using a first-order Taylor series expansions which kept the Gaussian error structure intact. In general dynamic models, this linearization is not applicable. The approach here is to update the mixture components approximately by taking a Gaussian approximation of the density around each mixture component. As a motivating example, I look at stochastic volatility models and data on the US Dollar - British pound exchange rate over several years.

5.1 Analysis of stochastic volatility models

The efficient fitting of models with stochastic volatility is a challenge in modern time series analysis (Taylor, 1986; Jacquier et al., 1994). These models can be interpreted
as dynamic models where the unobserved states determine the variability in the observation equation. These models arise out of a generalization of the Black-Scholes option pricing equation by allowing the variance to change over time (Hull and White, 1987; Chesney and Scott, 1989; Melino and Turnbull, 1990; De Jong and Shephard, 1995).

The simplest stochastic volatility model has the form

\[ r_t = \sigma_t \nu_t, \]  

(5.1a)

\[ \log \sigma_t = \mu + \phi (\log \sigma_t - \mu) + \sqrt{W} \omega_t, \]  

(5.1b)

where \( \nu_t \) and \( \omega_t \) are standard normals that are independent across time and mutually independent. The observations, \( r_t \), are daily (or weekly) returns on an investment of interest, \( \sigma_t \) is the volatility, and the fixed parameter is three dimensional: \( \theta = \{ \mu, \phi, W \} \). Extensions of this model include regression terms, e.g. \( r_t \sim N(x_t' \beta, \sigma_t^2) \), or heavy-tailed distributions (Chib et al., 2002; Jacquier et al., 2004). Slight modifications of the methods developed in this chapter apply to these cases.

The likelihood function, i.e. \( f(\theta) \propto p(r_{1:T}|\theta) \) for a fixed set of returns \( r_{1:T} \), in these stochastic volatility models is hard to evaluate and, for this reason, early statistical analyses have avoided this computation. Taylor (1986), Melino and Turnbull (1990), and Vetzal (1992) used method of moments to avoid the integration involved with the likelihood computation. Nelson (1988), Harvey et al. (1994), and Ruiz (1994) developed a quasi-maximum likelihood estimator by approximate linear filtering. Danielsson and Richard (1993) and Danielsson (1994) develop a simulation approach to deriving maximum likelihood estimates termed accelerated Gaussian importance sampler.

In contrast to these approaches, Bayesian techniques perform the integration using sampling methods such as MCMC. These methodologies draw samples from
Table 5.1: Component probabilities \((p_j)\), means \((\eta_j)\), and variances \((\varsigma_j^2)\) for a mixture of normals to approximate the distribution of a \(\log(\chi_1^2)/2\) random variable.

| \(p_j\) | 0.00730 | 0.00002 | 0.10556 | 0.25750 | 0.34001 | 0.24566 | 0.04395 |
| \(\eta_j\) | -5.7002 | -4.9186 | -2.6216 | -1.1793 | -0.3255 | 0.2624  | 0.7537  |
| \(\varsigma_j^2\) | 1.4490  | 1.2949  | 0.6534  | 0.3157  | 0.1600  | 0.0851  | 0.0418  |

\(p(\theta, \sigma_{1:t}|r_{1:t})\) by alternating draws from \(p(\theta|\sigma_{1:t}, r_{1:t})\) and \(p(\sigma_{1:t}|\theta, r_{1:t})\). In addition, some of these methods further decompose the state draw into a sequence of draws from each marginal distribution, i.e. \(p(\sigma_j|\sigma_{-j}, \theta, r_{1:t})\). For example, Carlin et al. (1992) were the first to suggest this general approach in dynamic models where they used accept/reject methods within a Gibbs sampling context. Improvements upon this general methodology in stochastic volatility models include Jacquier et al. (1994) who utilize accept/reject methods where practical and augment with Metropolis steps when necessary.

In contrast to these MCMC approaches which sample from individual states at a time, Carter and Kohn (1994) and Shephard (1994) suggest sampling from the full joint distribution of all states simultaneously. Their suggestion is based on the linearization of equation (5.1a) such that \(y_t = \log(r_t^2)/2\). Then \(y_t = x_t + \eta_t\) where \(x_t = \log(\sigma_t), \eta_t = \log(\kappa_t)/2,\) and \(\kappa_t \sim \chi_1^2\). They then approximate the distribution for \(\eta_t\) by a mixture of normals which was implemented in Kim et al. (1998). Table 5.1 provides the component probabilities, means, and variances for a 7-component mixture of normals approximation to the \(\log(\chi_1^2)/2\) distribution. Figure 5.1 presents a graphical illustration showing the good approximation found in the main mass of the distribution and the errors in approximating the left tail.

The MCMC is then augmented with an auxiliary variable at each time point, \(\lambda_t \in \{1, 2, \ldots, 7\}\). These auxiliary variables indicate which mixture component each observation is drawn from. This MCMC scheme draws samples from the joint distribution \(p(\theta, x_{1:t}, \lambda_{1:t}|y_{1:t})\) which has the target distribution \(p(\theta, x_{1:t}|y_{1:t})\) as a marginal.
The additional task of sampling from \( p(\lambda_{1:t} | \theta, x_{1:t}, y_{1:t}) \) can be done component-wise due to conditional independence of \( \lambda_t \) across time. The benefit of this approach is that the full conditional distribution for the volatility state process can be sampled jointly using FFBS.

5.2 Non-Gaussian mixture updating

Similar to the approach of Kim et al. (1998), I aim to sample the distribution for the latent states jointly conditional on the fixed parameters. The steps in this procedure are similar to those outlined in Section 2.1. I use the notation \( x_t = \log \sigma_t \), where \( x_t \) is an autoregressive process according to equation (5.1b). Assuming that the posterior for the state at time \( t-1 \), namely \( p(x_{t-1} | y_{1:t-1}) \), is a mixture of Gaussians, the first step is to propagate this distribution through the evolution equation to obtain the prior for the state at time \( t \). Since the evolution equation in a stochastic volatility model is linear and Gaussian, the prior is trivially a mixture of Gaussians. I update this mixture according to the observed value \( y_t \) and the observation equation \( p(y_t | x_t) \).

In this stochastic volatility example, the observation equation is given by \( y_t = x_t + \eta_t \).
Table 5.2: Equations for approximately updating a normal mixture $x \sim Nm(p_{1,1}, a_{1,j}, R_{1,j})$ given an observation $y$ from an arbitrary observation density $p(y|x)$. These equations provide the approximate posterior $p(x|y) = Nm(p'_{1,j}, m_{1,j}, C_{1,j})$. The notation $d_1(a)$ and $d_2(a)$ indicate the first and second derivatives of $x$ of the logarithm of the observation density evaluated at $a$, respectively. See Appendix B for full details.

\[
p_j' \propto p_j p(y|a_j) \frac{N\left( \frac{d_1(a_j)}{d_2(a_j)}, 0, d_2(a_j)^{-1} + R_j \right)}{N\left( \frac{d_1(a_j)}{d_2(a_j)}, 0, d_2(a_j)^{-1} \right)}
\]

\[
m_j = C_j \left( d_2(a_j) \left[ a_j - \frac{d_1(a_j)}{d_2(a_j)} \right] + a_j/R_j \right)
\]

\[
C_j = (d_2(a_j) + 1/R_j)^{-1}
\]

where each $\eta_t$ is an independent $\log(\chi^2_1)/2$ random variable. This mixture will provide a posterior for the latent state at time $t$ that is a mixture of Gaussians.

In order to update a mixture of Gaussians given an arbitrary observation equation, we approximate the observation density using a second-order Taylor series expansion of the logarithm of that density around the expected value of each mixture component. This approximation provides a mixture of Gaussians which can be updated for each mixture component individually and then the component probabilities can be updated according to the predictive distribution for each component. Given a prior for $x$ that is a mixture of Gaussians, i.e. $x \sim Nm(p_{1,1}, a_{1,j}, R_{1,j})$, the posterior is then approximately given by $x|y \sim Nm(p'_{1,j}, m_{1,j}, C_{1,j})$ where the updating rules are given in Table 5.2 with details and code provided in Appendices B and D.5, respectively. The intuition here is that the observation density is approximated by a Gaussian with precision $d_2(a)$ and mean $d_1(a)/d_2(a)$ where $a$ is the Taylor series expansion point and $d_1$ and $d_2$ are the first and second derivatives of the logarithm of the observation density, respectively. Each component is updated according to its own mean $a_j$ and the component probabilities are updating according to the
Table 5.3: Equations for approximately updating a normal mixture \( x \sim Nm(p_{1,j}, a_{1,j}, R_{1,j}) \) given an observation \( y \) from the model \( y = x + \eta \) where \( \eta \) is a \( \log(\chi^2_1)/2 \) random variable. Plugging these values into the equations in Table 5.2 complete the updating.

\[
P(y|a_j) = (\pi/2)^{-1/2} \exp \left( y - a_j - e^{2(y-a_j)}/2 \right)
\]

\[
d_1(a_j) = 1 - e^{2(y-a_j)}
\]

\[
d_2(a_j) = 2e^{2(y-a_j)}
\]

predictive distribution for each component.

5.2.1 Updating filtered distributions in a stochastic volatility model

In this stochastic volatility example, the filtered distribution for the state at time \( t-1 \) is approximated by a mixture of Gaussians. This implies a prior for the state at time \( t \) that is a mixture of Gaussians due to the linear Gaussian nature of the evolution equation. Using Tables 5.2 and 5.3 together, this prior can be approximately updated given an observation \( y_t = \log(\tau^2_t)/2 \).

If iterated, this procedure provides a means to obtain the filtered distributions for the latent states given a sequence of observations. Similar to the situation in non-linear Gaussian models, this procedure can cause degeneration in the mixture components. In order to combat this degeneracy, the regeneration procedure discussed in Table 2.1 is used after each updating step. This procedure sets the component probabilities equal, the component means to be the quantiles of the distribution, and the variances equal such that the overall variance matches that of the true distribution. Figure 5.2 shows the effect of this regeneration procedure as well as the resulting posteriors. The prior for \( x \) in this figure was produced using a randomly generated 5-component mixture of normals. It is clear that as the number of mixture components is increased the approximation to the posterior is more accurate. Also, the the posterior under all of the regenerated distributions is more diffuse than the
Figure 5.2: Prior (left) and posterior (right) for $x$ under a randomly chosen prior and the observation model $y = x + \nu$ where $\nu \sim \log(\chi^2_1)/2$. Shown are approximations to the truth (black) based on the regeneration procedure of Section 2.2.4 using 2 (red), 10 (green), and 100 (blue) mixture components.

truth which is beneficial as a Metropolis proposal.

To build AM4 for the stochastic volatility model, I incorporate the use of the regeneration procedure. Since the evolution equation is linear Gaussian, the propagation of the mixture of Gaussians from posterior at time $t-1$ to prior at $t$ is exact and therefore no regeneration is necessary. The regeneration procedure is used once per filtering iteration after the prior has been updated using Table 5.2. One iteration of the adaptive mixture filtering procedure for stochastic volatility models is provided in Table 5.4 and code is provided in Appendix D.6.

5.2.2 Metropolis-Hastings sampling of the volatility

The procedure as outlined provides approximations to the filtered distributions for the state at all time points based on a mixture of Gaussians at each time point. In order to obtain a sample from the joint distribution for all latent states, we use the backward sampling procedure outlined in Chapter 2. This procedure draws an approximate sample from the joint posterior for all latent states. In order to obtain a true draw, this proposed sample is corrected using a Metropolis-Hastings step as
Table 5.4: Algorithm for adaptive mixture filtering in the stochastic volatility model shown in equations 5.1.

1. Assume we have $p(x_{t-1}|y_{1:t-1})$.
2. Use RP1 on $p(x_{t-1}|y_{1:t-1})$ to obtain $Nm(p_{t-1,1:J}, m_{t-1,1:J}, C_{t-1,1:J})$.
3. Calculate the one-step ahead prior
   
   \[
   p(x_t|y_{1:t-1}) = Nm(p_{t-1,1:J}, a_{t-1,1:J}, R_{t-1,1:J})
   \]
   
   where
   
   \[
   a_{t,j} = \mu + \phi(m_{t-1,j} - \mu) \quad \text{and} \quad R_{t,j} = \phi^2 C_{t-1,j} + W.
   \]
4. Update the mixture components based on the observed data $y_t = \log(r_t^2)/2$ to obtain $p(x_t|y_{1:t}) = Nm(p'_t, m'_t, \hat{C}_t)$ according to the equations in Tables 5.2 and 5.3.

We then accept or reject this sample accordingly and, in the limit, have a draw from the stationary distribution of the Markov chain, namely the target distribution $p(x_{0:t}|y_{1:t})$.

5.3 MCMC algorithm for stochastic volatility example

In a running theme, the full MCMC for this stochastic volatility example involves alternating draws from parameters given states followed by states given parameters. The previous section outlined the procedure for sampling from the states given the parameters. One piece of information omitted from the previous section was the prior for the initial state. In order to ensure stationarity of the model, we assume the initial prior is $x_0 \sim N(\mu, W/(1 - \phi^2))$. In sampling for the states given parameters, this simply means approximating this prior by a mixture of Gaussians using the regenerating procedure and then adjusting for this approximation in the Metropolis acceptance probability.

The full parameter vector is $\theta = \{\mu, \phi, W\}$ and sampling is performed on each
univariate parameter. For computational convenience, conditionally conjugate priors are used for all model parameters with an exception for $\phi$ discussed below. Due to the parameterization of the model, the distribution for each of these parameters is conditionally independent of the data given the states. For more details on the full conditional distributions see Appendix C.3.

Two issues exist with setting a prior on the autoregressive parameter $\phi$. First, in order to ensure stationarity which is important in predicting future volatilities requires restricting $\phi$ to the interval $(-1, 1)$. Furthermore in volatility applications we typically believe that the volatilities are highly positively correlated and therefore we may wish to restrict $\phi$ to the interval $(0, 1)$. Therefore we will use a prior of the form $\phi \sim N(c, C)I(0 < \phi < 1)$. Second, no conditionally conjugate prior exists for $\phi$ due to the prior for $x_0$ containing the quantity $(1 - \phi^2)$ in the variance. The approach I take is to ignore this complication for the moment. If we do, then the truncated normal prior is conditionally conjugate for the rest of the model. We update this distribution ignoring the prior for $x_0$ and draw a sample. This sample becomes a proposal for a Metropolis-Hastings step which corrects for the contribution from the prior for $x_0$. If our current MCMC sample for $\phi$ is $\phi^{(i)}$ and our proposed value is $\phi^*$, we perform a Metropolis-Hastings step with acceptance probability $\min\{1, a(\phi^*)/a(\phi^{(i)})\}$ where $a(\phi) = \sqrt{1 - \phi^2} \exp(\phi^2 x_0^2/W)$.

5.4 Analysis of daily US $-$ British £ exchange rate time series

We use the model and analysis in the previous sections to analyze the daily spot exchange rate of the US dollar to the British pound shown in Figure 5.3. The stochastic volatility model of equation (5.1) assumes the returns over this period are a zero mean process with a standard deviation that varies through time. From the figure, we can see the variability in the exchange rate is initially high and again high around time 600.
5.4.1 Informative prior for evolution variance

The first analysis of this data places an informative prior on the evolution variance \( W \), namely a scaled inverse chi-squared distribution with degrees of freedom 1000 and scale parameter 0.01. Since the posterior will provide another 1000 degrees of freedom, this prior places equal weight on the data and the prior. The priors for the stationary mean and autoregressive parameter are diffuse and Gaussian, although the autoregressive parameter is truncated between 0 and 1 to ensure a stationary and a positively correlated series.

I compare our approach to the approach of Kim et al. (1998), referred to as KSC, who approximate the additive \( \log(\chi_1^2)/2 \) distribution by a mixture of Gaussians. The KSC analysis implemented here utilizes a different prior and sampling scheme for \( \phi \), but otherwise remains the same. The sampling steps for all fixed parameters under
these two sampling schemes are identical. The difference is in the sampling of the latent states. In the method described in this chapter, I use AM4 as described above with \( J = 10 \) components to provide a Metropolis proposal draw. In contrast, KSC samples states using two steps in the MCMC. The first step involves sampling mixture indicators for each time point and the second involves an FFBS step for joint sampling of the entire state vector conditional on these indicators. The stationary distributions for these two chains are different; the stationary distribution for KSC is an approximation to the true model, whereas our approach has the exact posterior as the stationary distribution.

Figure 5.4 provides posterior histograms under the two different sampling schemes. The two approaches are relatively close, but the evolution standard deviation appears larger while the autoregressive parameter and mean are slightly smaller under KSC. Figure 5.5 compares the pointwise 95\% credible intervals and means for the latent volatility under the two models. In general, AM4 has narrower credible intervals. Nonetheless, these two analyses seem to provide fairly comparable results.

5.4.2 Uninformative prior for evolution variance

In the previous analysis, the evolution variance was given a fairly informative prior. In particular, the weight of the prior was, in some sense, equal to the weight given by the data. In the next analysis, I reduce the weight given to the prior by adjusting the degrees of freedom in the inverse chi-squared distribution down to 10 and keeping the same scale parameter.

Figure 5.6 provides posterior histograms under the two analyses using this less informative prior. These results are much more disparate than the previous results. The stationary mean is about equal in the two models. The evolution standard deviation is approximately 10 times as large using the approximate model. The autoregressive parameter is around 0.95 using our method and is around 0.1 using
Figure 5.4: Posterior histograms and priors (green) for stochastic volatility model parameters using AM4 (blue) and KSC (red) when the evolution standard deviation is given an *informative* prior.

Figure 5.5: Pointwise 95% credible intervals for the volatility ($\sigma_t$) using AM4 (blue) and KSC (red) where $\sqrt{W}$ is given an *informative* prior.
Figure 5.6: Posterior histograms and priors (green) for stochastic volatility model parameters using AM4 (blue) and KSC (red) when the evolution standard deviation is given a relatively uninformative prior.

Figure 5.7: Pointwise 95% credible intervals for the volatility ($\sigma_t$) using AM4 (blue) and KSC (red) where $\sqrt{W}$ is given a relatively uninformative prior.
the approximate model. These differences are magnified in the estimation of the volatility shown in Figure 5.7. The credible intervals for the approximate model are much wider and there is less agreement from day to day. This is consistent with the parameters in this model which show that the volatility from day to day is only slightly correlated and the evolution variance is large. Therefore, given the posteriors for the fixed parameters, it is not surprising to observe the differences in volatility. Nonetheless, the differences between these two methods in this analysis is striking.

This difference is presumably due to the inadequacies of the mixture approximation to the \( \log(\chi^2_1)/2 \) distribution in the left tail. The approximate model cannot account for large negative returns simply due to the observation equation. In order to account for these large negative returns, the approximate model must account for these observations using the latent volatility. The latent volatility must be allowed to be very high at that time point. Since observations around this extreme observation are not necessarily extreme themselves, the latent volatility will be small at surrounding time points. This lack of autocorrelation and large variations in volatility are supported by the posteriors for \( \phi \) and \( \sqrt{W} \).

5.5 Summary

This chapter developed a method for using AM4 on nonlinear and non-Gaussian models. The idea rests upon updating Gaussian mixture components by approximating non-Gaussian distributions locally by Gaussians. This provides a proposal for the joint distribution of the vector of latent states that is accepted using a Metropolis-Hastings step. I implemented this approach in a stochastic volatility example analyzing US $ - British £ exchange rate data.

This analysis showed comparable results with an approximate model based on approximating the \( \log(\chi^2)/2 \) error in the observation by a mixture of Gaussians when an informative prior is used on the evolution variance. The same cannot be said for
an uninformative prior on the evolution variance where the two analyses differed dramatically. The only difference between the two analyses was the sampling of the latent states. The approximate model jointly samples the latent states using FFBS conditional on mixture component indicators and then samples the indicators as part of the MCMC.

This analysis suggests that the deficiency in the mixture of Gaussians approximation to the log($\chi^2$)/2 density provides inaccurate inferences about the true model parameters in equations 5.1. Expanding the approximation beyond a 7-component mixture should reduce the inaccuracies but not eliminate them. These inaccuracies can be overcome by enforcing a slow moving volatility process through an informative prior on the evolution variance.
Sequential Monte Carlo methods

The analysis of the previous chapters has focused on analysis of time series data in batch. Often time series data is available sequentially and therefore data should be processed as it arrives. This is often accomplished using particle filtering methods, such as sequential importance sampling, where a weighted sampled from the filtered distribution at one time point is used to generate a weighted sample for the filtered distribution at the following time point. Breakthroughs came with Gordon et al. (1993) and West (1993b) where the authors fought against state degeneracy by incorporating resampling and local smoothing at each step in the iterative procedure. Further improvements of these approaches are available, including notably the auxiliary particle filter (APF) in Pitt and Shephard (1999).

These widely used algorithms often perform well when all fixed parameters are known, but suffer from degeneracy issues when parameters are unknown. A naive approach incorporates unknown fixed parameters into the state vector. These new ‘states’ have no evolution since they are fixed. Unfortunately, the resampling step necessary to avoid dynamic state degeneracy induces attrition in the set of particles representing fixed parameters. This occurs because samples for fixed parameters
are only drawn at the initial time point. An initial approach, first suggested in Gordon et al. (1993) using the term *roughening penalty* and, at the same time and independently, in West (1993b) using *local kernel smoothing* of particles, is to add artificial evolution noise to the parameters. This allows a whole new set of parameter values at each step in the procedure. As pointed out in West (1993b), and in more detail in Liu and West (2001), one serious drawback of this approach is that the parameters are fixed and introducing artificial noise induces a loss of information about these parameters.

A reconciliation of this problem is provided in Liu and West (2001) who use the kernel smoothing ideas (West, 1993a) to regenerate fixed parameters at each step in their algorithm. The roughening penalty is essentially derived from a kernel density estimate of currently sampled parameter values and this estimate is over-dispersed relative to the samples. In order to correct for this over-dispersion, kernel shrinkage ideas can more accurately approximate the mean and variance-covariance matrix implied by the parameter samples. This framework provides a easily implemented algorithm that can be used in arbitrary dynamic models. Unfortunately, as will be shown in Section 6.2.3, this approach sometimes reduces the degeneracy only slightly and new methods are still needed to further combat degeneracy.

A different approach to dealing with degeneracy in parameters utilizes sufficient statistics. Introduced in Storvik (2002) and Fearnhead (2002) and further developed in Carvalho et al. (2008), these sufficient statistic ideas suggest an approach where particles carry sufficient statistics for parameters rather than samples of parameters themselves. Inference for parameters can then be performed off-line using the distribution for the parameters conditional on the sufficient statistics. As will be seen in Section 6.2.3, these methods can reduce degeneracy dramatically. Unfortunately the model class for which they can be used is limited.

To expand the model class for which sufficient statistics can be used, I partition
the fixed parameters into two subsets. One of these subsets has no convenient sufficient statistic structure, but the other, conditional on the first, does. I then use the kernel smoothing approach of Liu and West (2001) to update the first set of parameters and then sufficient statistics for the second set. This allows for the reduced degeneracy that the sufficient statistics provide while being broadly applicable to a large model class. The chapter is organized as follows. Section 6.2 describes the kernel smoothing and sufficient statistic ideas in detail. Section 6.2.3 compares these two approaches in terms of degeneracy in fixed parameters and computation time. Section 6.3 introduces the algorithm for combining the kernel smoothing and sufficient statistic ideas and Section 6.4 provides an example.

6.1 Sequential Monte Carlo with known parameters

Consider the general dynamic model defined by equations (6.1) with initial state distribution \( p(x_0|\theta) \),

\[
y_t \sim p(y_t|x_t, \theta), \quad \text{(observation equation)} \tag{6.1a}
\]

\[
x_t \sim p(x_t|x_{t-1}, \theta). \quad \text{(evolution equation)} \tag{6.1b}
\]

I first consider the fixed parameters \( \theta \) as known and therefore suppress them in notation for the remainder of this section. The aim here is to sequentially estimate the posterior distribution at time \( t \), namely \( p(x_{0:t}|y_{1:t}) \), including as a marginal the filtering distribution \( p(x_t|y_{1:t}) \) and other features.

At any time \( t \), this posterior distribution is given by Bayes’ theorem

\[
p(x_{0:t}|y_{1:t}) \propto \frac{p(y_{1:t}|x_{0:t})p(x_0)}{\int p(y_{1:t}|x_{0:t})p(x_0)dx_{0:t}}.
\]

A recursive formula for sequentially determining the posterior distribution at the next time point is available via the relationship

\[
p(x_{0:t+1}|y_{1:t+1}) = p(x_{0:t}|y_{1:t}) \frac{p(y_{t+1}|x_{t+1})p(x_{t+1}|x_t)}{p(y_{t+1}|y_{1:t})}.
\]
If interest centers on the filtering distribution, we have

\[ p(x_t|y_{1:t-1}) = \int p(x_t|x_{t-1})p(x_{t-1}|y_{1:t-1})dx_{t-1}, \]

and

\[ p(x_t|y_{1:t}) = \frac{p(y_t|x_t)p(x_t|y_{1:t-1})}{\int p(y_t|x_t)p(x_t|y_{1:t-1})dx_t}. \]

Unfortunately the integrals in these deceptively simple equations are analytically intractable in general dynamic models. Therefore numerical methods such as important sampling are utilized.

### 6.1.1 Importance sampling

Assume the expectation of a function of the posterior distribution at time \( t \) is of concern, namely

\[ I(f) = \int f(x_{0:t})p(x_{0:t}|y_{1:t})dx_{0:t} \]

for some function \( f(\cdot) \) of all or a subset of states \( x_{0:t} \). A Monte Carlo approach to approximating this integral involves sampling \( x_{0:t} \) from \( p(x_{0:t}|y_{1:t}) \) and evaluating \( f(\cdot) \) at each of these samples. If \( x_{0:t}^{(j)} \) denotes the \( j^{th} \) sample, then an estimate of the above integral is given by

\[ I_{MC}(f) = \sum_{j=1}^{J} f(x_{0:t}^{(j)}). \]

It is not always possible to sample from \( p(x_{0:t}|y_{1:t}) \), but even if possible, this approach is suboptimal with regard to the variance of this estimation (Robert and Casella, 2004, Thm 3.12).

Importance sampling (IS) can be used to reduce the variance of the Monte Carlo estimate (see Ch. 2 Liu, 2001). To do so introduce an importance sampling distribution with density function \( q(x_{0:t}|y_{1:t}) \). This distribution should be easy to sample, include the support of \( p(x_{0:t}|y_{1:t}) \), and have heavier tails than \( p(x_{0:t}|y_{1:t}) \). The expectation above can be rewritten

\[ I(f) = \frac{\int f(x_{0:t})w(x_{0:t})q(x_{0:t}|y_{1:t})dx_{0:t}}{\int w(x_{0:t})q(x_{0:t}|y_{1:t})dx_{0:t}} \]
where \( w(x_{0:t}) \) is the importance weight given by

\[
    w(x_{0:t}) = \frac{p(x_{0:t} | y_{1:t})}{q(x_{0:t} | y_{1:t})}.
\]

Drawing samples \( x_{0:t}^{(i)} \) from the IS distribution provides the following Monte Carlo estimate of the integral above via

\[
    \hat{I}(f) = \sum_{i=1}^{N} f(x_{0:t}^{(i)}) \tilde{w}_t^{(i)}
\]

where the normalized weight \( \tilde{w}_t^{(i)} \) is given by

\[
    \tilde{w}_t^{(i)} = \frac{w_t^{(i)}(x_{0:t})}{\sum_{j=1}^{J} w_t^{(j)}(x_{0:t})}.
\]

Under weak assumptions \( \hat{I}(f) \) converges to \( I(f) \) (Geweke, 1989).

As currently described, importance sampling is insufficient for a sequential analysis since it appears that a new importance sampling distribution is needed at each time \( t \). Ideally at any time point \( t \), we want to reuse the samples already obtained for \( x_{0:t-1} \) and simply augment with samples for \( x_t \).

### 6.1.2 Sequential importance sampling

Sequential importance sampling (SIS) allows for this augmentation (Liu, 2001). Suppose an importance sampling distribution is chosen such that the density can be decomposed as follows

\[
    q(x_{0:t} | y_{1:t}) = q(x_0) \prod_{t=1}^{T} q(x_t | x_{0:t-1}, y_{1:t}).
\]

Now, at each new time \( t \), this decomposition allows samples from \( x_t \) conditional on all previous samples and the data up to time \( t \). Importance weights can be calculated
sequentially according to

\[ \tilde{w}_t^{(i)} \propto \tilde{w}_{t-1}^{(i)} \frac{p(y_t|x_t^{(i)})p(x_t^{(i)}|x_{t-1}^{(i)})}{q(x_t^{(i)}|x_{0:t-1}^{(i)}, y_{1:t})}. \]

Using this framework an obvious and appealing importance distribution is to use the evolution equation \( p(x_t|x_{t-1}) \) which would cancel in the importance weight calculation leaving \( \tilde{w}_t^{(i)} \propto \tilde{w}_{t-1}^{(i)}p(y_t|x_t^{(i)}) \) as suggested in Gordon et al. (1993).

The issue with this approach is the same as with importance sampling. As the dimension of the problem increases, the weights become less uniform. As the weights become less uniform, the approximations are dominated by a few samples of \( x_{0:t}^{(i)} \) and therefore approximations of the integrals of interest are poor. In this case, the dimension increases with \( t \) and therefore as time increases the weights become less uniform (Doucet et al., 2000). In this setting, we will call this phenomenon degeneracy.

6.1.3 Resampling

An idea introduced in Gordon et al. (1993) to eliminate this degeneracy issue is the idea of resampling. Informally sequential importance sampling with resampling (SIR) introduces a step in SIS where the samples \( x_{0:t}^{(i)} \) are resampled with replacement according to their importance weight. After this step, the resulting samples have uniform weights, although there may be many replicates of the same set of draws. When the distribution of interest is the filtering distribution \( p(x_t|y_{1:t}) \) this approach can produce very good results.

The resampling scheme outlined above is called multinomial sampling, but alternatives to this approach have been an active area of research. In particular, stratified (Kitagawa, 1996), residual (Whitley, 1994; Higuchi, 1997; Liu and Chen, 1998), and systematic (Carpenter et al., 1999; Whitley, 1994) resampling are popular approaches. Randal et al. (2005) compare these resampling schemes theoretically.
and practically. They suggest the use of residual or stratified sampling due to theoretical results available for these approaches. These schemes are unbiased in that the expected number of replicates of particle $i$ after resampling is $N w^{(i)}_t$ where $N$ is the total number of particles after resampling and $w^{(i)}_t$ is the normalized importance weight for particle $i$. Biased approaches are also available, see e.g. Kitagawa (1996).

Initial particle filtering algorithms suggested resampling at each time point. This is neither necessary, since the importance weights could be approximately uniform, nor efficient, since resampling introduces additional Monte Carlo variability. Of course, one could simply decide to resample every $t^*$ steps, but determining an appropriate $t^*$ would be problem dependent. Dynamic approaches based on effective sample size Kong et al. (1994), coefficient of variation, or entropy allow for a more automated approach. These methods all measure the dispersion of the importance weights and, if the dispersion is too high, induce resampling.

### 6.2 Sequential fixed parameter estimation

I now consider the general dynamic model equations (6.1) where $\theta$ is unknown, initial state prior is $p(x_0|\theta)$, and the fixed parameter prior is $p(\theta)$. Parameter and state filtering are characterized by the joint posterior distribution given by $p(x_t, \theta | y_{1:t})$ whereas smoothing is characterized by $p(x_{1:T}, \theta | y_{1:T})$ where $T$ represents the final time point. The focus here is on the filtering problem here, but the reader is referred to Godsill et al. (2004) and Carvalho et al. (2008) for information on smoothing which is directly applicable to the work described here.

At each time $t$, the SMC approximations to the filtering distributions are discrete mixture distributions, i.e.,

$$p^N(x_t, \theta) = \frac{1}{J} \sum_{j=1}^{J} \delta_{(x_t, \theta)(j)}$$
where $J$ denotes the number of particles, $(x_t, \theta)^{(j)}$ denotes a particle vector, and $\delta_{(x_t, \theta)^{(j)}}$ represents a point mass at the location $(x_t, \theta)^{(j)}$. Given a particulate approximation at a particular time point, the idea is to use this approximation to build a particulate approximation at the next time point.

### 6.2.1 Kernel smoothing

Kernel smoothing techniques are used to approximate a set of samples drawn from a distribution by a continuous distribution often composed of mixtures of normal or T distributions. Introduced in West (1993b), Liu and West (2001) further refined this technique to approximate the filtered distribution for fixed parameters. New parameter values are sampled from this continuous approximation to allow for regeneration of the values representing parameters. In that paper, they suggested coupling this idea with the auxiliary particle filter of Pitt and Shephard (1999) to reduce variability in particle weights.

Starting with a particle approximation to the filtered distribution at time $t-1$, i.e. $(x_{t-1}, \theta)^{(j)}$ for $j \in \{1, 2, \ldots, J\}$ with weights $1/J$, the algorithm is shown in Table 6.1 where $a^2 = 1 - h^2$ is set by the user. See Liu and West (2001) for suggestions on how to set this tuning parameter. This algorithm provides an iterative framework to move from a particle approximation of the filtered distribution for the states and fixed parameters at one time to a particle approximation of the filtered distribution at the next time point.

### 6.2.2 Parameter learning

An alternative to regenerating parameter samples using kernel smoothing techniques is to use sufficient statistics. Use of these sufficient statistics has been studied in Storvik (2002), Fearnhead (2002), and Carvalho et al. (2008). The additional model
Table 6.1: Kernel smoothing algorithm as described in Liu and West (2001). The algorithm assumes a particle approximation to $p(x_{t-1}, \theta | y_{1:t-1})$ is available, namely $(x_{t-1}, \theta^{(j)})$, $j \in \{1, 2, \ldots, J\}$.

1. For each $j = 1, \ldots, J$, calculate
   
   $\mu_t^{(j)} = E(x_t | x_{t-1}^{(j)}, \theta^{(j)})$ and
   
   $m_{t-1}^{(j)} = a\theta^{(j)} + (1 - a)\bar{\theta}_{t-1}$
   
   where $\bar{\theta}_{t-1}$ is the current Monte Carlo estimate of the mean for $\theta$ and $a = \sqrt{1 - h^2}$ for some $h$ in $(0, 1)$, typically small.

2. Sample $k \in \{1, \ldots, J\}$ with probabilities proportional to $w_{t-1}^{(j)} p(y_t | \mu_t^{(j)}, m_{t-1}^{(j)})$.

3. Draw a new value for $\theta^{(j)} \sim N(\theta | m_{t-1}^{(k)}, h^2 M_{t-1})$ where $M_{t-1}$ is the current Monte Carlo estimate of the covariance matrix of $\theta$.

4. Propagate the state according to $x_t^{(j)} \sim p(x_t | x_{t-1}^{(k)}, \theta^{(j)})$.

5. Calculate the corresponding weights
   
   $w_t^{(j)} \propto \frac{p(y_t | x_t^{(j)}, \theta^{(j)})}{p(y_t | \mu_t^{(k)}, m_{t-1}^{(k)})}$.

6. If $j < J$, set $j = j + 1$ and return to step 2.

structure required to use sufficient statistics is

\[ p(\theta | x_{1:t}, y_{1:t}) = p(\theta | s_t) \]

where $s_t$ is a set of sufficient statistics for $\theta$. When this structure is available and conditionally conjugate priors are chosen, then sufficient statistics can be updated deterministically according to

\[ s_t = S(s_{t-1}, x_t, x_{t-1}, y_t) \]

when new data is observe and a new state is sampled. In particle filtering, the particles now also track sufficient statistics for the $\theta$. Parameter inference is then performed off-line according to approximations to $P(\theta | y_{1:t})$ of the form proportional to $\sum_{j=1}^{J} p(\theta | s_t^{(j)})$. The deterministic updating of the sufficient statistics suggests a set
of marginal and conditional distributions to update the sufficient statistics and state jointly. In particular, the state is sampled first followed by deterministic updating of the sufficient statistics.

In order to sample the states first, Carvalho et al. (2008) use exact sampling. Exact sampling is based on the decomposition

\[ p(x_t, x_{t-1}|y_t, \theta) \propto p(y_t|x_{t-1}, \theta)p(x_t|x_{t-1}, \theta, y_t). \]

Recalling SIS, we can simply use \( p(x_t|x_{t-1}, \theta, y_t) \) as an importance sampling distribution and then reweight each particle by \( p(y_t|x_{t-1}^{(j)}, \theta^{(j)}) \). A more efficient approach is available by recognizing that the incremental weight does not depend on \( x_t^{(j)} \) and therefore can be calculated prior to sampling \( x_t^{(i)} \). By reordering the operations, namely by resampling the particles first proportional to \( p(y_t|x_{t-1}^{(j)}, \theta^{(j)}) \) and then sampling a new state, the resulting algorithm retains uniform weights at each step.

Exact sampling is available when we can evaluate the density

\[ p(y_t|x_{t-1}, \theta) = \int p(y_t|x_t, \theta)p(x_t|x_{t-1}, \theta)dx_t \]

and sample from the implied conditional distribution with density

\[ p(x_t|x_{t-1}, \theta, y_t) = \frac{p(y_t|x_t, \theta)p(x_t|x_{t-1}, \theta)}{\int p(y_t|x_t, \theta)p(x_t|x_{t-1}, \theta)dx_t}. \]

Note that the integration required is common to both of these distributions. If this integration is analytically tractable, then the predictive density can be evaluated and the posterior for \( (x_t|x_{t-1}, \theta, y_t) \) can be sampled. Starting with a particle approximation to the filtered distribution at time \( t - 1 \), i.e. \( (x_{t-1}, \theta, s_{t-1})^{(j)} \), the full algorithm is shown in Table 6.2.
Table 6.2: Particle learning algorithm as described in Carvalho et al. (2008). The algorithm assumes a particle approximation to $p(x_{t-1}, \theta, s_{t-1}|y_{1:t-1})$ is available, namely $(x_{t-1}, \theta, s_{t-1})^{(j)}, j \in \{1, 2, \ldots, J\}$.

1. Reweight particles according to $w_t^{(j)} \propto p(y_t|x_{t-1}^{(j)}, \theta^{(j)})$. Set $j = 1$.
2. Sample an index $k = w_t^{(j)}$.
3. Propagate the state according to $x_t^{(j)} \sim p(x_t|x_{t-1}^{(k)}, \theta^{(k)}, y_t)$.
4. Update the sufficient statistic according to $s_t^{(j)} = S(s_{t-1}^{(k)}, x_t^{(j)}, x_{t-1}^{(j)}, y_t)$.
5. Draw a new auxiliary parameter value $\theta^{(j)} \sim p(\theta|s_t^{(j)})$.
6. If $j < J$, set $j = j + 1$ and return to step 2.

6.2.3 Comparison of kernel smoothing with particle learning

To compare the approaches introduced in the previous two sections, we use the following DLM:

$$y_t = x_t + \nu_t$$ \hspace{1cm} (6.2a)
$$x_t = \alpha + \beta x_{t-1} + \omega_t$$ \hspace{1cm} (6.2b)

where $\nu_t \sim N(0, V)$ and $\omega_t \sim N(0, W)$ are independent across time and mutually independent. To assure conditionally conjugacy and therefore the applicability of parameter learning using sufficient statistics, we assign an inverse-gamma prior to $V$ and a joint normal-inverse gamma prior to $\alpha, \beta, \text{and } W$. The initial state is given a standard normal prior.

Data are simulated from this model up to time 500 and the results are shown in Figure 6.1. I analyze this data using both the kernel smoothing and parameter learning approaches outlined in Sections 6.2.1 and 6.2.2. The objective here is to compare the degeneracy using these two methods and to also compare them to an analysis
via MCMC. The MCMC scheme is performed separately 500 times, computing the posterior $p(x_{0:t}, \theta | y_{1:t})$ for each $t = 1, \ldots, 500$.

Both SMC methods require specification of the number of particles $J$ as a tuning parameter. I used 1,000 and 10,000 particles in two different analyses of the data. In addition to the number of particles, the kernel smoothing approach requires the tuning parameter $h$ defining the amount of smoothing. We follow the suggestion of Liu and West (2001) and use a discount factor of 0.99 which gives $h = 0.1004$ and $a = 0.9949$. In all analyses, the variances were assumed independent a priori with the distributions $p(V) = IG(11, 0.5)$ and $p(W) = IG(11, 0.5)$. The coefficients in the evolution equation were given conditionally independent priors with the distributions $p(\alpha | W) = N(0.05, W)$ and $p(\beta | W) = N(0.95, W)$. The initial state is assumed independent of all parameters and assigned a $N(0, 1)$ prior.

Analysis using SMC methods inherently occurs sequentially. Therefore we can view updated estimates of fixed parameters for every data point that is observed.
Analysis performed in this fashion using 1,000 particles for both SMC methods can be seen in Figure 6.2. In these plots, the MCMC analysis is used as a gold standard. If one of the SMC algorithms is performing adequately it will match the MCMC results with deviations from MCMC being due to either Monte Carlo variation or biases due to the methodology. Monte Carlo variation is expected to be random around the MCMC analysis as opposed to systematically biased over time.

Monte Carlo variation can be seen in these plots by noting, for example, the sequential estimates for \( \alpha \). In particular, the kernel smoothing estimate of the 97.5% quantile is initially low relative to the MCMC approach whereas around time 80 it is relatively high. Similarly the particle learning estimate of this same quantile appears to be random around the MCMC results from time 0 to 150. Of course, there is also Monte Carlo variation in the MCMC analysis and therefore it is unclear where the truth lies. Nonetheless, it appears in these figures as though kernel smoothing contains more Monte Carlo variation than the particle learning approach.

Of more immediate concern is bias due to the methodology. Due to the degeneracy issues caused by particle attrition, credible intervals estimated via these SMC methods are expected to be narrower than the truth (or MCMC). Looking at the plot for \( V \) in Figure 6.2, this degeneracy can be observed. Around time 140, the credible intervals based on kernel smoothing appear to dramatically shrink relative to MCMC. These intervals continue to shrink to almost a point at time 500. In a similar manner, the particle learning approach shrinks beginning around time 200 and continues until 500, although not as severely as the kernel smoothing approach.

The easiest resolution to this degeneracy is to increase the number of particles used in the SMC approaches. Figure 6.3 shows the same analysis but now with 10,000 particles rather than 1,000. An improvement over the previous analysis is obvious although some degeneracy is still observed. Overall it still appears that the particle learning approach outperforms kernel smoothing. If the length of the time series
Figure 6.2: Sequential filtered estimates of the median and 95% credible intervals for fixed model parameters as well as the latent state for kernel smoothing (green), particle learning (red), and MCMC (black) methods. Truth is shown in blue. For the SMC methods, 1,000 particles were used.
Figure 6.3: Sequential filtered estimates of the median and 95% credible intervals for fixed model parameters as well as the latent state for the kernel smoothing (green), parameter learning (red), and MCMC (black) methods. Truth is shown in blue. For the SMC methods, 10,000 particles were used.
were increased, I suspect more degeneracy would be observed in both approaches, but more so in the kernel smoothing approach.

As mentioned earlier, the particle learning approach is more efficient computationally than the kernel smoothing approach. Since the particle learning approach is theoretically more efficient and incurs less degeneracy, it is intuitive that where possible we use this approach over the kernel smoothing approach. The next section discusses a methodology that utilizes particle learning whenever possible and kernel smoothing ideas otherwise.

6.3 Partial conditional sufficient structure

Unfortunately the model class that has a sufficient statistic structure is limited, e.g. it does not include Gaussian models with nonlinear parameters such as studied in Chapter 3 of this thesis. Hence, it is of interest to consider a wider class of models that has a partial conditional sufficient structure. For these models, we subset fixed parameters into two sets, $\theta$ and $\phi$. Conditional on the latent states, data, and parameter vector $\phi$, the distribution for $\theta$ has a conditional sufficient structure, i.e.

$$p(\theta|x_{1:t}, y_{1:t}, \phi) = p(\theta|s_t)$$

where $s_t$ is a recursively defined sufficient statistic

$$s_t = S(s_{t-1}, x_t, x_{t-1}, y_t, \phi).$$

Clearly, models with conditional sufficient statistics represent a subclass of these models.

Sequential parameter estimation is accomplished using the following factorization

$$p(\theta, \phi, x_t, s_t | y_{1:t}) = p(\theta|s_t)p(\phi, x_t, s_t | y_{1:t}).$$

This algorithm develops a particle approximation to the joint distribution of the latent states, the sufficient statistics, and $\phi$. Inference for $\theta$ is then performed off-
Table 6.3: Sequential Monte Carlo algorithm combining kernel smoothing and particle learning in models with partial sufficient statistics. The algorithm assumes a particle approximation to $p(x_{t-1}, \theta, \phi, s_{t-1}|y_{1:(t-1)})$ is available, namely $(x_{t-1}, \theta, \phi, s_{t-1})^{(j)}, j \in \{1, 2, \ldots, J\}$.

1. Reweight particles according to $w_t^{(j)} \propto p(y_t|x_{t-1}^{(j)}, \phi^{(j)}, \theta^{(j)})$.

2. Approximate $p(\phi|y_1:t) \approx \sum_{j=1}^{J} N(\phi|m_t^{(j)}, h^2 M_t)$ where $m_t^{(j)} = a \phi^{(j)} + (1 - a) \bar{\phi}_t$ and $\bar{\phi}_t = \sum_{j=1}^{J} w_t^{(j)} \phi^{(j)}$ and $M_t = \sum_{j=1}^{J} w_t^{(j)} (\phi^{(j)} - \bar{\phi}_t)(\phi^{(j)} - \bar{\phi}_t)^T$.

Set $j = 1$.

3. Sample an index $k = w_t^{(j)}$ and draw a new value for $\phi^{(j)} \sim N(\phi|m_t^{(k)}, h^2 M_t)$.

4. Propagate the state according to $x_t^{(j)} \sim p(x_t|x_{t-1}^{(k)}, \theta^{(k)}, \phi^{(j)}, y_t)$.

5. Update the sufficient statistics according to $s_t^{(j)} = S(s_{t-1}^{(j)}, x_t^{(j)}, y_t, \phi^{(j)})$.

6. Sample a set of auxiliary parameters according to $\theta^{(j)} \sim p(\theta|s_t^{(j)})$.

7. If $j < J$, set $j = j + 1$ and return to step 4.

line conditional on the sufficient statistics at the associated time. The full algorithm is shown in Table 6.3. This provides a framework for reducing degeneracy as much as possible with applicability to this wide model class.

6.4 Example motivated by pathway studies in systems biology

As an illustration of this method, consider the model shown in equation (4.6). This model contains the parameter $\beta$ which appears nonlinearly in the evolution equation for the target protein. Due to this nonlinearity, this model cannot be analyzed by the particle learning framework discussed in Section 6.2.2. Adding a kernel smoothing approach, as discussed in Section 6.3, allows sufficient statistics to be used for all
parameters other than $\beta$.

The same data and priors as those used in Section 4.6.1 are used in this analysis. Due to $k, \alpha, \psi, \phi$ having truncated normal priors, a slightly modified version of the algorithm described in Table 6.3 is required. Step 5 and 6 are modified by a Gibbs-style step. Instead of updating all sufficient statistics in block and then sampling new values for each parameters, the sufficient statistic for each parameter will be updated and then a new value will be sampled prior to updating the sufficient statistics for other model parameters.

To fix this idea, suppose two fixed parameters, $\theta_1$ and $\theta_2$, are to be updated along with their sufficient statistics. At time $t - 1$, particle $i$ contains draws for the parameters, $\theta_{1,t-1}^{(i)}$ and $\theta_{2,t-1}^{(i)}$ and their sufficient statistics $s_{1,t-1}^{(i)}$ and $s_{2,t-1}^{(i)}$, respectively, and where the subscript indicates that these parameters and their sufficient statistics were determined at time $t - 1$. First, update $s_{1,t-1}^{(i)}$ conditional on $\theta_{2,t-1}^{(i)}$ to obtain $s_{1,t}^{(i)}$ and sample $\theta_{1,t}^{(i)} \sim p(\theta_1 | s_{1,t}^{(i)})$. Second, update $s_{2,t-1}^{(i)}$ conditional on $\theta_{1,t}^{(i)}$ to obtain $s_{2,t}^{(i)}$ and sample $\theta_{2,t}^{(i)} \sim p(\theta_2 | s_{2,t}^{(i)})$. If more than two fixed parameters are to be updated, conditioning on the most recently sampled parameters as in Gibbs sampling provides the updating.

I analyzed the data using the SMC algorithm described in Table 6.3 where $\phi = \beta$, $\theta = \{k, \alpha, \psi, \mu_0, \mu_1, \phi, \sigma_m, \sigma_a, \sigma_x\}$, $h = 0.1004$, and $a = 0.9949$. The modification described in the previous paragraph was used to update the sufficient statistics for $k$, $\alpha$, $\psi$, and $\sigma_x$ in sequence as well as $\mu_0$, $\mu_1$, $\phi$, and $\sigma_a$. Runs were performed as described in Table 6.3, but showed high multi-modality presumably due to high Monte Carlo variation induced by the multinomial sampling in Step 3. Therefore Step 3 in this table was also replaced with a residual sampling. If $J$ particles are required, residual sampling replicates each particle $\lfloor Jw_t^{(j)} \rfloor$ times where $\lfloor x \rfloor$ denotes the largest integer less than $x$ and $w_t^{(j)}$ is the normalized weight. Then multinomial
samples are taken proportional to $Jw_t^{(j)} - \lfloor Jw_t^{(j)} \rfloor$ for a total of $J$ particles.

The algorithm was run using 20,000 particles although a 100,000 particle run was also performed yielding similar results. These runs can be completed in a matter of a couple of minutes on a 3.2GHz computer, but the 100,000 particle run required 4.5Gb of memory. This requirement could be lessened if particle histories are not stored.

Posterior estimates for model parameters are investigated using the final filtered distribution shown in Figure 6.4 which can be compared to the MCMC results shown in Figure 4.18 reproduced as Figure 6.5. The ranges of the axes in these plots were made equal to the ranges in the MCMC analysis for ease of comparison. The posteriors in these plots generally agree with the MCMC analysis, but discrepancies exist. In particular, many of the histograms are multi-modal where a smooth distribution is expected. These differences are most likely due to particle attrition.

This analysis implements an SMC approach to analyzing a 10-dimensional fixed parameter vector along with a 2-dimensional state. Compared to the MCMC analysis, the results of the SMC analysis are not as convincing and runs with larger numbers of particles are necessary to reduce the degeneracy observed. Larger runs are restricted by memory currently available in computers and therefore meticulous coding is required to maximize the number of particles available.

6.5 Summary

In this chapter, I discussed the basics of sequential Monte Carlo and outlined two existing approaches to reducing weight degeneracy in SMC algorithms with fixed, but unknown parameters. Through an example, I illustrated the benefits of using the particle learning approach over the kernel smoothing with APF approach when it is possible. I introduced an algorithm that utilizes sufficient statistics where possible
Figure 6.4: Model of (4.7): Histograms of marginal posterior estimates (blue), prior (green), and true value (red) for fixed model parameters based on an SMC analysis.

Figure 6.5: Model of (4.7): Histograms of marginal posterior estimates (blue), prior (green), and true value (red) for fixed model parameters based on an MCMC analysis.
and kernel smoothing otherwise to reduce degeneracy for fixed parameters. Finally, I implemented this algorithm on a biology example and compared the results with an MCMC analysis.

Bayesian approaches to sequential estimation of both states and fixed parameters currently suffer from degeneracy of particles representing fixed parameters. Sufficient statistics can be used in some models to reduce this degeneracy. The approach discussed in this chapter attempt to alleviate this degeneracy by combining kernel smoothing and sufficient statistics ideas but ultimately still suffer as $t$ increases. One approach I am currently exploring that may alleviate this problem is to freeze the sufficient statistics at some lag $L$ prior to the current time $t$. Freezing the sufficient statistics introduces bias, but combats the degeneracy issue by not resampling the entire particle history. This approach has been used in the expectation-maximization framework for maximum likelihood estimation (Olsson et al., 2008).
Sequential Monte Carlo methods for influenza outbreak detection using Google flu activity Estimate

Public health surveillance for infectious diseases attempts to quickly recognize emerging outbreaks whether from natural or bioterrorism sources and alert public health officials. The data sources for these surveillance system are numerous, including emergency department visits, poison control center hotlines, and over-the-counter medicine sales. For reviews of these and other sources, see Thacker and Berkelman (1988) and Thacker and Stroup (1994).

Statistical methods are widely used for analyzing these data streams. Initial work has focused on statistical process control approaches including thresholds (Serfling, 1963; Watier et al., 1991; Farrington et al., 1996), moving averages (Stern and Lightfoot, 1999), exponentially weighted moving averages (Williamson and Hudson, 1999), cumulative sums (Rossi et al., 1999; Frisn, 2003), and autoregressive integrated moving averages (Choi and Thacker, 1981; Helfenstein, 1986; Stroup et al., 1989; Watier et al., 1991; Reis and Mandl, 2003). For influenza, the Centers for Disease Control and Prevention (CDC) currently uses Serfling’s method (Serfling, 1963) which
attempts to determine a national baseline level of flu activity and a threshold for
declaring an influenza epidemic. As pointed out by Martínez-Beneito et al. (2008),
such threshold methods have serious drawbacks when baselines change over time
or when the interest is in regional rather than national outbreaks. For reviews of
these methods see LeStart (2005) and Burkom (2007). Many of these algorithms are
implemented in the R-package surveillance (Höhle, 2007).

Time series analysis using dynamic models has increased in popularity recently.
Inference is performed either on a switching Markov state that indicates whether
the area under observation is currently in an epidemic or on an underlying state
that indicates the prevalence of the disease. For early reviews in this area, see
Woodall (1997), Frisn (2003), and Sonesson and Bock (2003). Maximum likelihood
approaches to inference in these models can be found in Le Strat and Carrat (1999),
Rath et al. (2003), Cooper and Lipsitch (2004), and Porter et al. (2008). For Bayesian
approaches in hidden Markov models, see Madigan (2005), Cowling et al. (2006),
Sebastiani et al. (2006), and Martínez-Beneito et al. (2008). In particular, Cowling
et al. (2006) find that a DLM outperforms a cumulative sum approach in monitoring
influenza in Hong Kong and the US.

For real public health surveillance, more sophisticated models will be required
that incorporate the natural spatial and multivariate data sources. Space-time mod-
els are a natural extension of time series models when data is being collected on
regional units such as states or counties. Examples of these models and their ap-
plications can be found in Svensson and Lindbäck (2002), Mugglin et al. (2002),
Knorr-Held and Richardson (2003), Rogerson and Yamada (2004), Madigan (2005),
and Niemi et al. (2008a). Another natural extension is to multivariate data streams
such as those found in Held et al. (2005) and Sebastiani et al. (2006). From all
of these surveillance systems, public health decisions are the end goal. Merl et al.
In this chapter, I consider univariate time series data with information on outbreaks, and attempt to quickly recognize those outbreaks. I build a dynamic model that contains a Markov switching process identifying the epidemic. The novelty lies in the dynamic model construction, the data source, and applying sequential Monte Carlo algorithms for inference. SMC was suggested in Martínez-Beneito et al. (2008), but the analysis was not performed.

7.1 Google flu activity estimate

Influenza is infection of the lungs and airways by one of the influenza viruses. It can cause a fever, sore throat, cough, headache, muscle aches, and a general feeling of illness. Influenza epidemics occur every year during the late fall and early winter. These normal epidemics result in an estimated 20 to 50 million cases of influenza and influenza-like illness, resulting in over 100,000 hospitalizations, over 36,000 influenza-related death, and incur 1 to 3 billion U.S. dollars in direct medical costs and 10 to 15 billion dollars in indirect costs. Baccam et al. (2006). During pandemics these numbers can be much higher. Therefore influenza surveillance is an important task in public health.

Recently researchers have identified a new source of data for quick determination of the influenza status across the entire US (Ginsberg et al., 2009). This data source involves measurements of the number of search engine queries for terms associated with influenza and its symptoms. CDC has an alternative approach based on a sentinel network of physicians who report to the CDC on the number/percentage of patients who are symptomatic of the flu. The search engine query data was shown to provide an accurate approximation to the CDC sentinel data. The benefit of the search engine query data is the promptness of the reporting which can be up to two weeks earlier than that of the sentinel network. In fact, according to the authors, search engine query data can be reported with a “lag of about one day.”
Therefore, this data source may be more practical for use by public health officials in determining regional intervention decisions.

Figure 7.1 shows an influenza estimate for the state of North Carolina over the past five years. It is clear that near the middle of each year influenza peaks, but the severity, number, and exact timing of the peaks varies from year to year. From a public health perspective an ideal scenario is to build a model that accurately predicts both the severity and location of these peaks. In this chapter, I build a model and analysis for online determination of the probability of currently being in an epidemic.
7.2 A model for influenza epidemic detection

Following Martínez-Beneito et al. (2008), I model the one-step differences in observations. For the North Carolina data, these differences are shown in the bottom half of Figure 7.1. Similar to their argument, I model the epidemic and non-epidemic phases using a hidden Markov model (Carvalho and Lopes, 2007). Let $Y_t$ indicate the flu activity estimate at time $t$ minus the flu activity estimate at time $t - 1$. I augment the model of Martínez-Beneito et al. (2008) to create a dynamic model. The observation equation is

$$Y_t \sim N(X_t, \sigma^2_y)$$

where $X_t$ is the latent state of the system. The evolution equation for the state $X_t$ is dependent on the indicator for epidemics $Z_t$ through

$$X_t|Z_t = 1 \sim N(\rho X_{t-1}, \sigma^2_x)$$

and $P(X_t = 0|Z_t = 0) = 1$. In an epidemic, the state is an autoregressive process of order one. The epidemic indicator is a two-state Markov chain with transition probability $p_0$ and $p_1$ to remain in a non-epidemic and epidemic phase, respectively. Although this model is very close in spirit with Martínez-Beneito et al. (2008), I believe it offers a more natural interpretation. In particular, $\sigma^2_y$ represents the variance associated with measurement error of the observations and $X_t$ is the rate of change of the epidemic.

This model is a modification of the state-of-the-art model of Martínez-Beneito et al. (2008) for influenza detection. Nonetheless, it is clear from visual inspection of Figure 7.1 that this model of first differences is inadequate. In particular, rather than an autoregressive process occurring during outbreaks, the first differences appear to have a more complicated structure due to the negative correlations observed. Options
for more accurately modeling these first differences include allowing for negative autoregressive parameters or increasing the order of the autoregressive process. The focus here is on the applicability of SMC methods to detection of influenza outbreaks and therefore building of more accurate models is beyond the scope of this chapter.

7.3 Sequential Monte Carlo methods for influenza detection

The sequential approach adopted by Martínez-Beneito et al. (2008) was to run a full MCMC for each time point. Therefore the analysis at time $t - 1$ has no affect on the analysis at time $t$ despite the only difference between these analyses being the one extra observation at time $t$. SMC algorithms use all information up to time $t - 1$ in accomplishing the analysis at time $t$. Therefore, SMC algorithms are computationally efficient compared to sequential MCMC analyses.

This section introduces three approaches to SMC for Bayesian analysis of the model described in the previous section. The first implements the particle learning approach of Carvalho et al. (2008) utilizing the Gibbs step as described in Section 6.4. The second builds on the kernel smoothing approach in West (1993b) and Liu and West (2001) by taking advantage of the exact sampling framework of Carvalho et al. (2008). The third uses the methodology of Section 6.3 which combines kernel smoothing and particle learning.

7.3.1 Particle learning for influenza detection

The particle learning framework of Carvalho et al. (2008) can be applied to the model of Section 7.2. Define the parameter vector to be $\theta = (\sigma_y^2, \sigma_x^2, \rho, p_0, p_1)$, then particle learning has three requirements:

1. $P(Y_t|X_{t-1}, Z_{t-1}, \theta)$ can be evaluated,

2. $P(X_t, Z_t|Y_t, X_{t-1}, Z_{t-1}, \theta)$ can be sampled, and
3. \( P(\theta|y_{1:t}, x_{1:t}, z_{1:t}) = P(\theta|s_t) \) for some sufficient statistic \( s_t \) whose dimension does not depend on \( t \).

The first requirement is satisfied noting the following identities:
\[
P(Y_t|X_{t-1} = 0, Z_{t-1} = 0) = p_0 N(y_t|0, \sigma_y^2) + (1 - p_0) N(y_t|0, \sigma_y^2 + \sigma_x^2),
\]
\[
P(Y_t|X_{t-1} = x_{t-1}, Z_{t-1} = 1) = (1 - p_1) N(y_t|0, \sigma_y^2) + p_1 N(y_t|\rho x_{t-1}, \sigma_y^2 + \sigma_x^2).\]

The predictive distribution for the next observation is a two-component mixture of Gaussians. If currently in an epidemic, then the predictive distribution sums over the two possibilities: staying in an epidemic or moving out of one. If currently not in an epidemic, then the predictive distribution sums over the complementary possibilities: staying out of an epidemic or moving into one.

The second requirement is satisfied noting the identity
\[
P(X_t, Z_t|Y_t, X_{t-1}, Z_{t-1}, \theta) = P(X_t|Y_t, X_{t-1}, Z_t, \theta) P(Z_t|Y_t, X_{t-1}, Z_{t-1}, \theta).
\]

This suggests a joint sampling strategy for \( X_t \) and \( Z_t \) where \( Z_t \) is sampled first and then conditional on \( Z_t \), \( X_t \) is sampled. Since \( Z_t \) is binary, the conditional posterior probabilities are easy to compute and are given in equations (7.1) and (7.2).

\[
P(Z_t = 0|Y_t = y_t, X_{t-1} = 0, Z_{t-1} = 0, \theta) = \frac{p_0 N(y_t|0, \sigma_y^2)}{p_{0,1} N(y_t|0, \sigma_y^2) + p_{0,1} N(y_t|0, \sigma_y^2 + \sigma_x^2)}. \tag{7.1}
\]

\[
P(Z_t = 1|Y_t = y_t, X_{t-1} = x_{t-1}, Z_{t-1} = 1, \theta) = \frac{p_1 N(y_t|\rho x_{t-1}, \sigma_y^2 + \sigma_x^2)}{p_1 N(y_t|\rho x_{t-1}, \sigma_y^2 + \sigma_x^2) + p_{1,0} N(y_t|0, \sigma_y^2)}. \tag{7.2}
\]

If \( Z_t = 0 \) is sampled, then \( X_t \) is trivially 0, but if \( Z_t = 1 \) then sampling from the conditional filtered distribution for \( X_t \) is accomplished according to
\[
P(X_t|Y_t = y_t, X_{t-1} = x_{t-1}, Z_t = 1, \theta) = N(g_t, G_t) \tag{7.3}
\]
where \( g_t = G_t \left( y_t \sigma_y^{-2} + \rho x_{t-1} \sigma_x^{-2} \right) \) and \( G_t = (\sigma_y^{-2} + \sigma_x^{-2})^{-1} \).

The third requirement would be satisfied if these priors are assumed at time \( t - 1 \): \( \sigma_y^2 \sim IG(a_{t-1}, A_{t-1}) \), \( \sigma_x^2 \sim IG(b_{t-1}, B_{t-1}) \), \( \rho | \sigma_x^2 \sim N(c_{t-1}, \sigma_x^2 C_{t-1}) \), \( p_0 \sim Be(d_{t-1}, D_{t-1}) \), and \( p_1 \sim Be(e_{t-1}, E_{t-1}) \). The prior for \( \rho \) is unrestricted, but Martínez-Beneito et al. suggest restricting \( \rho \) to \((0, 1)\) to maintain stationary of the \( x \) process and positive correlations. Therefore a prior of the form \( \rho | \sigma_x^2 \sim N(c_{t-1}, \sigma_x^2 C_{t-1}) \) is chosen.

This choice requires a Gibbs step to be introduced as it was in Section 6.4. The idea is to first update the sufficient statistics for \( \rho \) and draw a sample. Then, update the sufficient statistics for all other parameters conditional on this new value for \( \rho \) and sample the other parameters. Once \( y_t \) is observed and \( x_t \) and \( z_t \) have been jointly sampled using the procedure above, the sufficient statistics for \( \rho \) can be updated using the updating rules

\[
\begin{align*}
c_t &= C_t \left( \frac{z_t x_t x_{t-1}}{\sigma_x^2} + \frac{c_{t-1}}{C_{t-1}} \right), \\
C_t &= \left( \frac{z_t x_t^2}{\sigma_x^2} + \frac{1}{C_{t-1}} \right)^{-1}. \\
\end{align*}
\]

(7.4)

The inclusion of \( z_t \) indicates that \( \rho \) is only updated when the state of the system is in an epidemic at time \( t \). Once \( \rho \) has been sampled from \( N(\rho | c_t, C_t) \), the following rules can be used to update the remaining sufficient statistics

\[
\begin{align*}
a_t &= a_{t-1} + 1/2, & A_t &= A_{t-1} + \frac{(y_t - x_t)^2}{2}, \\
b_t &= b_{t-1} + z_t/2, & B_t &= B_{t-1} + z_t \frac{(x_t - \rho x_{t-1})^2}{2}, \\
d_t &= d_{t-1} + z_t(1 - z_{t-1}), & D_t &= D_{t-1} + (1 - z_t)(1 - z_{t-1}), \\
e_t &= e_{t-1} + z_t z_{t-1}, & E_t &= E_{t-1} + (1 - z_t) z_{t-1}. \\
\end{align*}
\]

(7.5)

The sufficient statistic vector is then \( s_t = (a_t, A_t, b_t, B_t, c_t, C_t, d_t, D_t, e_t, E_t) \) and offline inference concerning the parameters can be accomplished using \( P(\theta | s_t) \). The model and analysis is fully-specified by assuming a prior distribution for \( X_0 \sim \)
Table 7.1: Particle learning algorithm for analysis of the model of Section 7.2. The algorithm assumes a particle approximation to $p(\theta, s_{t-1}, x_{t-1}, z_{t-1}|y_{1:(t-1)})$ is available at time $t-1$, namely $(\theta, s_{t-1}, x_{t-1}, z_{t-1})^{(j)}, j \in \{1, 2, \ldots, J\}$.

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Draw a particle $(\theta, s_{t-1}, x_{t-1}, z_{t-1})^{(j)}$ according to $w_t^{(j)}(\theta, s_{t-1}, x_{t-1}, z_{t-1}) \propto P(Y_t = y_t</td>
</tr>
<tr>
<td>2.</td>
<td>Propagate states:</td>
</tr>
<tr>
<td></td>
<td>(a) Sample $z_t^{(j)}$ according to equation (7.1) or (7.2).</td>
</tr>
<tr>
<td></td>
<td>(b) If $z_t^{(j)} = 0$, set $x_t^{(j)} = 0$. Otherwise sample $x_t^{(j)}$ according to (7.3).</td>
</tr>
<tr>
<td>3.</td>
<td>Update sufficient statistics and draw auxiliary parameter values:</td>
</tr>
<tr>
<td></td>
<td>(a) Update $c_t^{(j)}, C_t^{(j)}$ according to equation (7.4) and sample $\rho^{(j)} \sim N(c_t, C_t)$.</td>
</tr>
<tr>
<td></td>
<td>(b) Update the remaining sufficient statistics according to equation (7.5) and draw samples for the remaining fixed parameters.</td>
</tr>
<tr>
<td>4.</td>
<td>If $j &lt; J$, set $j = j + 1$ and return to step 2.</td>
</tr>
</tbody>
</table>

The final particle learning algorithm is summarized in Table 7.1. Keeping consistent with sufficient statistic algorithms, this algorithm has been subdivided into three main steps: resampling particles, propagating states, and updating sufficient statistics. The latter two steps are subdivided further to indicate treatment of the two different states and updating of different sets of sufficient statistics.

### 7.3.2 Kernel smoothing for influenza detection

The algorithm outlined by Liu and West (2001) for sequential parameter and state estimation in dynamic models combines the auxiliary particle filter (Pitt and Shephard, 1999) with kernel smoothing to combat particle degeneracy. The model described
Table 7.2: Kernel smoothing algorithm for analysis of the model of Section 7.2. The algorithm assumes a particle approximation to \( p(\theta, x_{t-1}, z_{t-1} | y_{1:(t-1)}) \) is available at time \( t - 1 \), namely \( (\theta, x_{t-1}, z_{t-1})^{(j)}, j \in \{1, 2, \ldots, J\} \).

1. Reweight particles according to
   \[
   w_t^{(j)}(\theta, x_{t-1}, z_{t-1}) \propto P(Y_t = y_t | X_{t-1} = x_{t-1}^{(j)}, Z_{t-1} = z_{t-1}^{(j)}, \theta^{(j)})
   \]

2. Calculate the kernel density approximation to the posterior distribution for \( \theta \), namely
   \[
   p(\theta | y_{1:t}) = \frac{1}{M_t} \sum_{j=1}^J w_t^{(j)}(\theta^{(j)}) \]
   where \( m_t^{(j)} = a\theta^{(j)} + (1 - a)\bar{\theta} \), \( \bar{\theta} = \frac{1}{J} \sum_{j=1}^J \theta^{(j)} \), \( M_t = \sum_{j=1}^J w_t^{(j)}(\theta - \bar{\theta})(\theta - \bar{\theta})' \), and \( h = \sqrt{1 - a^2} \) is typically small. Set \( j = 1 \).

3. Sample an indicator \( k \in \{1, \ldots, J\} \) with probability proportional to \( w_t^{(j)} \) and sample \( \theta^{(j)} \sim N(m_t^{(k)}, h^2M_t) \).

4. Sample \( z_t^{(j)} \) according to (7.1) or (7.2) using \( z_{t-1}^{(k)} \).

5. If \( z_t^{(j)} = 0 \), set \( x_t^{(j)} = 0 \). Otherwise sample \( x_t^{(j)} \) according to (7.3) using \( x_{t-1}^{(k)} \) and \( \theta^{(j)} \).

6. If \( j < J \), set \( j = j + 1 \) and return to step 3.

---

in Section 7.2 for influenza detection allows for a more efficient approach due to the analytical tractability of \( P(Y_t | X_{t-1}, Z_{t-1}, \theta) \) and \( P(X_t, Z_t | Y_t, X_{t-1}, Z_{t-1}, \theta) \) as shown in the previous section. This allows for exact sampling of particles at each time point (Carvalho et al., 2008). Once exact sampling has been accomplished, new parameters can be sampled using the kernel smoothing ideas of West (1993b).

The algorithm that combines exact sampling with kernel smoothing is provided in Table 7.2. A difference from the algorithm outlined in Liu and West (2001) is that kernel smoothing occurs after particle reweighting. Therefore, the kernel smoothed distribution is an approximation of the posterior of the fixed parameters at time \( t \) rather than an approximation of the prior at that time.
### 7.3.3 Kernel smoothing with particle learning applied to influenza data

The previous two sections have developed particle filtering algorithms for sequential parameter and state estimation using kernel smoothing and sufficient statistics separately to combat particle degeneracy. This section combines these two approaches by regenerating samples for $\rho$ using kernel smoothing and using sufficient statistics for all other parameters. This approach was utilized in Section 6.4 for a nonlinear parameter allowing sufficient statistics to be used for all other parameters. The notation $\theta_{-\rho}$ is used to represent the vector of fixed parameters excluding $\rho$. In this section, the sufficient statistics are sufficient statistics for $\theta_{-\rho}$.

The algorithm describing this approach for use in influenza surveillance is in Table 7.3. Compared with the kernel smoothing approach of Table 7.2 which required kernel density approximation in five dimensions, this algorithm only requires kernel density approximation in one. It is therefore expected, based on the comparison of kernel smoothing and particle learning performed in Section 6.2.3, that this algorithm would perform superior to the kernel smoothing of all parameters. It is unclear how this algorithm will fair relative to the particle learning with a Gibbs step of Table 7.1.

### 7.4 Analysis of Google flutrend data

The algorithms of the previous section are used to the analyze the North Carolina Google flu activity estimate shown in Figure 7.1. Initial priors for model parameters were all assumed independent and diffuse. In particular $\sigma_y^2 \sim IG(2, 0.1^2)$, $\sigma_x^2 \sim IG(1, 5^2)$, $\rho \sim N(0.5, 0.25^2)I(0 < \rho < 1)$, $p_0 \sim Be(9, 1)$, $p_1 \sim Be(9, 1)$, $p(x_0) = N(0, 1)$, and $p(z_0 = 1) = 1/100$. I used 10,000 particles over this 4-year timeframe that included a total of 212 observations. For both algorithms that utilized kernel smoothing, $h = 0.1004$. Running the algorithms multiple times resulted in equivalent inferences within Monte Carlo variation indicating that degeneracy in this
Table 7.3: Algorithm combining kernel smoothing with particle learning for analysis of the model of Section 7.2. The algorithm assumes a particle approximation to \( p(\theta_{t-1}, \rho, s_{t-1}, x_{t-1}, z_{t-1}|y_{1:(t-1)}) \) is available at time \( t - 1 \), namely \((\theta_{t-1}, \rho, s_{t-1}, x_{t-1}, z_{t-1})^{(j)}, j \in \{1, 2, \ldots, J\}\).

1. Reweight particles according to

\[
w^{(j)}_t(\theta_{t-1}, \rho, s_{t-1}, x_{t-1}, z_{t-1}) \propto P(Y_t = y_t|X_{t-1} = x_{t-1}^{(j)}, Z_{t-1} = z_{t-1}^{(j)}, \theta_{t-1}, \rho)
\]

2. Calculate the kernel density approximation to the posterior distribution for \( \rho \), namely

\[
p(\rho|y_{1:t}) = \sum_{j=1}^{J} N(\rho|m^{(j)}_t, h^2 M_t) \text{ where } m^{(j)}_t = a\rho^{(j)} + (1-a)\bar{\rho}, \bar{\rho} = \sum_{j=1}^{J} w^{(j)}_t \rho^{(j)}, M_t = \sum_{j=1}^{J} w^{(j)}_t (\rho^{(j)} - \bar{\rho})^2, \text{ and } h = \sqrt{1-a^2} \text{ is typically small.}
\]

Set \( j = 1 \).

3. Sample an indicator \( k \in \{1, \ldots, J\} \) with probability proportional to \( w^{(j)}_t \) and sample \( \rho^{(j)} \sim N(m^{(k)}_t, h^2 M_t) \).

4. Sample \( z^{(j)}_t \) according to (7.1) or (7.2) using \( z^{(k)}_{t-1} \).

5. If \( z^{(j)}_t = 0 \), set \( x^{(j)}_t = 0 \). Otherwise sample \( x^{(j)}_t \) according to (7.3) using \( x^{(k)}_{t-1} \) and \( \theta^{(k)}_{t-1} \) and \( \rho^{(j)} \).

6. Update \( s^{(j)}_t \) according to (7.5) for all distributions except that for \( \rho \).

7. Draw \( \theta_{t-1}^{(j)} \sim P(\theta_{t-1}|s^{(j)}_t) \).

8. If \( j < J \), set \( j = j + 1 \) and return to step 3.

---

model using this many particles over this many observations was not an issue.

Sequential parameter estimates are shown in Figure 7.2. In this set of plots, the effect of no epidemic is clear. In particular, no information is gained for parameters \( \sigma_x, \rho, \) and \( p_1 \) and therefore the medians and credible intervals are flat (outside of Monte Carlo variation). Additionally, the parameter \( p_0 \) has credible intervals that are converging to 1 prior to any epidemic. As soon as an epidemic is observed, more uncertainty is evident for \( p_0 \) while the 3 epidemic parameters show immediate learning.
Figure 7.2: Sequential pointwise 95% credible intervals and means for fixed parameters using the kernel smoothing (blue), particle learning (green), and kernel smoothing with particle learning (red) approaches on North Carolina Google flu activity estimate.
The analysis by the particle learning (PL) and the particle learning with kernel smoothing (PL+KS) show approximately the same results. The kernel smoothing (KS) approach appears to degenerate rapidly. This appears to be caused by the sequential estimation of the observation error $\sigma_y$. For this parameter, all three methods agreed initially. At the end of 2004, the particle learning based approaches infer a much larger observation error compared with the KS approach. Presumably the degeneracy observed in the KS approach is due to the inability to sample particles with large values of $\sigma_y$ while simultaneously having reasonable values for all other parameters.

Of primary interest to public health officials is the probability of an influenza outbreak. Figure 7.3 shows the sequential estimate for the current probability of being in an influenza outbreak. All three methods appear similar in their probability estimation despite their differences in parameter estimation.

7.5 Summary

This chapter built a dynamic model for influenza detection and analyzed North Carolina Google flu activity estimate using a variety of SMC procedures. Modifications to existing SMC algorithms were made to combat degeneracy in both parameter and state estimation using a combination of exact sampling, kernel smoothing, and sufficient statistics. Use of sufficient statistics for all or part of the parameter vector appears to be beneficial in reducing degeneracy of sequential parameter estimates.

A similar version of this model appears to have worked well for Martínez-Beneito et al. (2008) when analyzing influenza data from sentinel data in Comunitat Valenciana, Spain. The model can clearly be improved by explicitly modeling the negative autocorrelations observed in the first differences of influenza activity. Future work will focus on these modeling choices as well as incorporating spatial information and influenza mechanisms.
Figure 7.3: Sequential estimates of current epidemic probability based on kernel smoothing (blue), particle learning (green), and kernel smoothing with particle learning (red) approaches with scaled North Carolina Google flu activity estimate (gray).
I have discussed a number of computational methods for Bayesian analysis in dynamic models. The methods have focused on computational efficiency in the presence of unknown fixed parameters as well as states. I applied these methods to real and simulated data sets in the diverse fields of systems biology, quantitative finance, and disease surveillance. These methods outperformed standard alternative methods in the examples tested. These are significant advances but the opportunities for future research are abundant.

8.1 Adaptive mixture modeling

The adaptive mixture modeling approach described in Chapters 2 and 5 provides methodology for jointly sampling the latent state vector process in nonlinear non-Gaussian models. These methods could be improved by more efficient quantile estimation, generalizing to multivariate states, dynamic choice for the number of mixture components, and increasing the effective acceptance rate.

The AM4 method requires computing quantiles of mixtures of Gaussians. This is currently accomplished through a relatively brute force approach based on finding a
zero for the function $f(x) = q - \sum_{j=1}^{J} p_j \Phi(x|m_j,C_j)$ where $\Phi(x|m,C)$ is the cumulative distribution function for a Gaussian with mean $m$ and variance $C$ evaluated at $x$. This zero-finding is performed for $J$-quantiles for each regeneration. At minimum a more efficient approach would utilize the monotonic nature of the function in both $x$ and $q$. At best, one would utilize the fact that I am always finding quantiles of mixtures of Gaussians as opposed to arbitrary functions.

My approach to jointly sampling a latent state vector in nonlinear non-Gaussian models is currently limited to univariate states. Generalizing the approach to multivariate states requires either being able to define and calculate multivariate quantiles or avoiding them altogether. A possible approach used by Sorenson and Alspach (1971) is to approximate each evolution error distribution by a mixture of precise Gaussians. If the initial prior was composed of $J_0$ mixture components and I approximate the evolution error distribution at time $t$ by $J_t$ mixture components, then at time $T$ approximation of the state posterior would require $\prod_{t=0}^{T} J_t$ mixture components which would be a prohibitively large number. Sorenson and Alspach (1971) suggest pruning/combining components to fix either a constant number of components throughout the procedure or a maximum error in each step. If the evolution error distribution is constant through time this could provide an appealing approach, but if this error distribution changes the procedure requires approximating each unique distribution with a new mixture of Gaussians which would be computational intensive. The strategy opted for in this thesis alternates draws from each univariate state process using Gibbs sampling. This strategy was very effective in the examples studied.

The AM4 methodology currently sets the number of mixture components at time zero and runs through the algorithm. As a practical matter, this number is increased until a suitable acceptance rate is observed. A more efficient and less user intensive approach would adapt at each step by dynamically choosing the number of mixture components.
components needed for that step. This need is clearly seen when discussing the nonlinear Gaussian examples. On one hand, if the function happens to be fairly linear over the mass of the prior, then only one component is need to accurately capture the nonlinearity. On the other hand, if the function is highly nonlinear, then many components will be needed for accurate approximations. It is likely that the number of mixture components needed for a specific acceptance rate is heavily influenced by one (or a few) highly nonlinear times. Dynamically learning the number of mixture components could reduce the number of components needed, but will require many evaluations of the function and perhaps its derivative.

In situations where AM4 has low acceptance rate and therefore induces poor mixing, an improvement to the MCMC is to repeat the Gibbs step for sampling latent states multiple times for each sweep of the MCMC. The AM4 method is composed of three main steps: forward filtering, backward sampling, and Metropolis acceptance probability calculation. Forward filtering is relatively computational expensive, but in this scenario would only be run once for each MCMC sweep. Backward sampling and Metropolis acceptance probability calculation could then be done multiple times with relatively little computational overhead. The number of repeats could be fixed, random, or even learned adaptively up to some MCMC iteration. Perhaps a more efficient approach would be to incorporate delayed rejection (Mira, 2001) which would allow the algorithm to continue as soon as a sample is accepted. This is particularly appealing in an independence sampler such as AM4.

8.2 Sequential Monte Carlo for fixed parameters

In Chapter 6 I introduced two SMC algorithms for simultaneous state and parameter estimation in dynamic models. I used a simulation example to argue that the particle learning approach (Carvalho et al., 2008) is less susceptible to the degeneracy issue compared to the kernel smoothing plus APF approach (Liu and West, 2001). Un-
Fortunately, the particle learning approach is restricted to a specific class of models whereas the alternative approach is completely general. One future area of focus is to understand whether the gains by using particle learning are attributable to exact sampling, sufficient statistics, or the combination of the two.

I then introduced a novel algorithm that adds kernel smoothing to the particle learning approach for parameters that do not have a sufficient statistic structure. Directions for future work include adding sufficient statistics to the kernel smoothing plus APF approach, understanding the importance of resampling scheme in the exact sampling framework, and researching biased approaches using sufficient statistics that have less (or no) degeneracy issues.

The novel SMC method outlined in this thesis is restricted to the class of models where exact sampling is possible, i.e., those models where the integral

$$\int p(y_t|x_t, \theta)p(x_t|x_{t-1}, \theta)dx_t$$

is analytically tractable. An approach that avoids this integration when it is intractable while still maintaining reasonably uniform importance weights is APF. A new completely general, yet efficient SMC algorithm would add sufficient statistics where applicable to the approach of Liu and West (2001). When no parameters have a sufficient statistic structure, the algorithm would reduce to that of Liu and West, but when possible the use of sufficient statistics should reduce the degeneracy issue.

Currently, the exact sampling procedure of Carvalho et al. (2008) uses multinomial resampling prior to propagation. Use of other resampling procedures such as the use of residual sampling in Section 6.4 should reduce the degeneracy issue since they reduce the Monte Carlo variability introduced in the resampling step.

As mentioned in the summary of Chapter 6, if unbiased specification is relaxed in SMC algorithms, if my be possible to develop algorithms with lower mean squared error (MSE) for estimation of medians or credible intervals. The approach suggested
is to use a fixed lag at which the sufficient statistics are frozen. This has been
used successfully both practically and theoretically in the expectation-maximization
literature for finding maximum likelihood estimates in nonlinear dynamic models
(Olsson et al., 2008).

8.3 Systems and synthetic biology

Through the use of microarrays and other high-throughput technology, scientists
are beginning to understand the interconnectedness of DNA, RNA, and proteins
within living cells. From these data, graphs can be built that represent pathways of
interaction between these components. Part of this thesis was devoted to Bayesian
methods for analysis that aims to understanding the dynamics of a given subgraph to
answer biological questions. For example: How quickly does the activation of protein
B by protein A occur? If we reduce the association strength of two proteins by half,
what will be the affect on the system? If we design a drug bind with protein C,
will that stop the tumor progression? What role does intrinsic variation play in cell
differentiation? To answer these types of questions a statistical model is necessary to
describe the system and the parameters in this model need to be estimated by data.
Future work in this area will focus on experimental design, evolution equations that
reflect mechanisms, positive evolution error distributions, and incorporating multiple
data sources.

The experimental design front seeks to isolate particular parameters in a statisti-
cal model. Using Bayesian techniques allows for using posteriors from one experiment
to build priors for the next. This will allow learning to progress in a manner that is
consistent with the way science knowledge is gained. In so doing bigger and more so-
phisticated models can be constructed to represent the complexity that exists within
living cells.

The biological models studied in this thesis were built such that the observation
equation was a noisy measurement of a true fluorescence level. This then requires the state to live in the domain of fluorescence. More appealing is a state that lives in the more natural domain of either protein concentration or number of molecules. In turn, this requires the observation equation to reflect the transformation of the state to the observation. In fluorescence microscopy experiments this may lead to logistic type curves since there is a minimum and maximum possible fluorescence. This would make priors and posteriors for evolution parameters more naturally interpretable by scientists since they are accustomed to thinking in terms of concentration or numbers of molecules.

Now that the evolution equation represents concentration or numbers of molecules it is more natural to require the evolution distribution to be positive, e.g. gamma or Poisson. A gamma autoregressive process when decomposed into the sum of a gamma random variable (r.v.) plus a beta r.v. times the current state is quite natural in this context. The beta r.v. can be interpreted as the percent remaining from the previous time point and the gamma r.v. as the amount produced. These models more naturally handle low numbers of molecules as there is no chance of a negative value.

In addition to more accurate modeling of experiments such as time-lapse fluorescence microscopy is to combine multiple data sources. A natural complement for the microscopy experiments is flow cytometry. In a flow cytometry experiments, enormous amounts of data are obtained on the marginal distribution of protein concentration, but no information is available about the dynamics. Building dynamic models where the state represents either protein concentration or number of molecules would allow for simultaneous analysis of both experiments. The observation equations would then represent the actual observation process involved. Combining these and other data sources has the potential to dramatically improve knowledge about these systems.
8.4 Disease surveillance

To borrow a phrase, in a world that is hot, flat, and crowded diseases are certainly going to be a public health concern. Diseases can be naturally occurring such as influenza, SARS, or bird flu, but then can also be human caused such as an anthrax attack, thickening milk with melamine, or releasing peanut butter with *salmonella*. In all of these situations, automated systems for tracking, analysis, and reporting will be necessary for effective public health measures to be put in place. Future work in this area will most likely focus on combining various data sources, including mechanistic aspects within a statistical model, and building computational efficient methods of inference in these models.

Due to the nature of the surveillance, effective systems will be temporal, spatial, and multivariate. Combining dynamic models with spatial conditionally autoregressive (CAR) models should effectively capture these aspects. CAR models are ambivalent about spatial-temporal direction, but modeling this directionality may also be important. Although only a few years of data, the data seem to indicate that influenza sweeps through the country in a particular direction.

Building models that incorporate specific disease transmission ideas, such as those found in susceptible-infected-recovered (SIR) mechanistic models, bridge the gap between theoretical biology and public health surveillance. If parameters can be estimated in SIR models, we gain an understanding of the transmission and recovery rate for a particular disease. Learning these parameters online can give an indication of the possibility severity of a particular outbreak which would affect public health interventions.

For timely interventions computationally efficient methods are needed. Sequential Monte Carlo and/or variational methods are necessary for Bayesian analysis of these data sources due to the severe time constraints required for reporting. New ideas
will be needed to implement these methods in temporal, spatial, and multivariate models built for disease surveillance.
Appendix A

Differential equation model derivations

In this Appendix we show the derivation of differential equation models meant to represent chemical kinetic networks. These models utilize mass balance and quasi-steady state assumptions to eliminate components and therefore create a parsimonious model (Rao and Arkin, 2003).

A.1 T7 RNA polymerase feedback

This section derives the differential equation model for the T7 RNA polymerase feedback system discussed in Section 4.5.

Figure 4.5 shows a schematic of a synthetic network containing a number of reactions. A minimal set of reactions that could explain this schematic is shown in Table A.1 where $O$ represents the T7 promoter, $R$ represents the mRNA of T7 RNAP, $P$ represents T7 RNAP, and $OP$ represents the complex of T7 RNAP with the T7 promoter. In order, the reactions are (A.1) basal production of the mRNA, (A.2) enhanced production of the mRNA due to T7 RNAP binding with its promoter, (A.3) production of T7 RNAP from its mRNA, (A.4) degradation of the T7 mRNA,
Table A.1: Reactions describing the T7 RNA polymerase feedback system.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Rate Constant</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O \rightarrow O + R$</td>
<td>$p_R$</td>
</tr>
<tr>
<td>$OP \rightarrow OP + R$</td>
<td>$p_R'$</td>
</tr>
<tr>
<td>$R \rightarrow R + P$</td>
<td>$p_P$</td>
</tr>
<tr>
<td>$R \rightarrow \ast$</td>
<td>$d_R$</td>
</tr>
<tr>
<td>$P \rightarrow \ast$</td>
<td>$d_P$</td>
</tr>
<tr>
<td>$O + P \rightleftharpoons OP$</td>
<td>$f_{OP}, r_{OP}$</td>
</tr>
</tbody>
</table>

Table A.2: Differential equations for T7 RNA polymerase feedback system.

\[
\frac{d[R]}{dt} = p_R[O] + p_R'[OP] - d_R[R] \\
\frac{d[P]}{dt} = -p_P[R] - d_P[P] \\
\frac{d[O]}{dt} = - f_{OP}[O][P] + d_{OP}[OP]
\]

The reactions in Table A.1 determine the differential equations in Table A.2. If we make a quasi-steady state assumption (QSSA) for the association and dissociation of T7 RNAP with its promoter which sets $d[O]/dt = 0$, we obtain the identity $[OP] = f_{OP}[O][P]/d_{OP}$. We then plug this result into the conservation of mass equation for the T7 promoter, namely $O_0 = [O] + [OP]$, to obtain the result $[O] = O_0[1 + f_{OP}[P]/d_{OP}]^{-1}$. Through substitutions and a bit of algebra, we can rewrite (A.7) as

\[
\frac{d[R]}{dt} = \frac{p_R O_0 + p_R' f_{OP} O_0 [P]/r_{OP}}{1 + f_{OP}[P]/r_{OP}} - d_R[R].
\]

If we then make a quasi-equilibrium assumption on the mRNA and plug the result
Table A.3: Reactions describing an activator-target protein tetramer feedback system.

\[
\begin{align*}
O \rightarrow & O + X & k_1 & \quad (A.10) \\
A + X \rightleftharpoons & AX & k_f, k_r & \quad (A.11) \\
A + AX \rightleftharpoons & A_2X & k_f, k_r & \quad (A.12) \\
X + A_2X \rightleftharpoons & A_2X_2 & k_f, k_r & \quad (A.13) \\
A_2X_2 + O \rightleftharpoons & A_2X_2O & k_f, k_r & \quad (A.14) \\
A_2X_2O \rightarrow & A_2X_2O + X & k_2 & \quad (A.15) \\
X \rightarrow & * & d_p & \quad (A.16)
\end{align*}
\]

into (A.8), we obtain

\[
\frac{d[P]}{dt} = \frac{ppP_R O_0/d_R + ppP_R f_O P_0 [P]/(r_O P d_R)}{1 + f_O P [P]/r_O P} - d_P [P] = \frac{k + \alpha [P]}{\beta + [P]} - d_P [P]
\]

where the final parameters are \(k = \frac{ppP_R f_O P_0 O_0}{d_R f_O P}, \alpha = \frac{ppP_R' O_0}{d_R}, \beta = \frac{r_O P}{f_O P}, \) and \(d = d_P.\)

A.2 Tetramer feedback

This section derives the differential equation model for the tetramer feedback system discussed in Section 3.3.

We use the mass balance relationship \(O_0 = [O] + [A_2X_2O].\) After QSSA the resulting equation is

\[
\frac{d[X]}{dt} = \frac{k_1 O_0 k_r^4 + k_2 O_0 [A]^2[X]^2}{k_r^4/k_f^4 + [A]^2[X]^2} - d_P[X] = \frac{k + \alpha [A]^2[X]^2}{\beta + [A]^2[X]^2} - d[X]
\]

where \(k = k_1 O_0 k_r^4/k_f^4, \alpha = k_2 O_0, \beta = k_r^4/k_f^4,\) and \(d = d_p.\) If, instead of using the same reaction rates for the equilibrium reactions, we used different reaction rates, the ultimate equation would be the same but the parameters would have slightly different meanings.
Appendix B

Updating a mixture of Gaussians prior using an arbitrary observation model

This appendix discusses the method of updating a mixture of Gaussians \( p(x) = Nm(p_{1:J}, m_{1:J}, C_{1:J}) \) given data \( y \) observed from an arbitrary observation model \( p(y|x) \). This method was used in Chapter 5 to update a prior given observations from the model \( y = x + \eta \) where \( \eta \) is a \( \log(\chi^2_1)/2 \) random variable. The idea is to approximate the arbitrary observation model by a mixture of Gaussians, one for each component of the mixture for \( p(x) \). Since \( p(x) \) will be designed with precise components, this approximation will only need to be valid for a small range of \( x \) for each component.

B.1 Updating a single Gaussian

First consider the case where \( p(x) \) is a single Gaussian \( p(x) = N(x|a, R) \). Take a first-order Taylor series expansion of \( \log p(y|x) \) as a function of \( x \) around the point
where
\[ d_0 = d_0(a) = \log p(y|a), \]
\[ d_1 = d_1(a) = -\frac{\partial}{\partial x} \log p(y|x) \bigg|_{x=a}, \]
\[ d_2 = d_2(a) = -\frac{\partial^2}{\partial x^2} \log p(y|x) \bigg|_{x=a}. \]

From the approximation model \(q(y|x)\) above, the only term containing \(x\) is \(N(a - d_1/d_2| x, d_2^{-1})\). Updating \(x\) conditional on the observation \(a - d_1/d_2\) is trivial. The predictive distribution for \(a - d_1/d_2\) after integrating out \(x\) from the distribution \(N(x|a, R)\) is
\[ p \left( a - \frac{d_1}{d_2} \right) = N \left( \frac{d_1}{d_2}, 0, d_2^{-1} + R \right). \] (B.2)

The posterior for \(x\) after observing the data \(a - d_1/d_2\) from the distribution \(N(x, d_2^{-1})\) is
\[ p \left( x \bigg| a - \frac{d_1}{d_2} \right) = N(m, C) \]
\[ m = C \left( d_2 a - d_1 + \frac{a}{R} \right) \] (B.3)
\[ C = (d_2 + R^{-1})^{-1}. \]

This provides the posterior for \(x\) assuming the prior on \(x\) is \(p(x) = N(x|a, R)\) and the observation model is \(q(y|x)\) and therefore is an approximation to the posterior for \(x\) after observation data from the true model \(p(y|x)\).
B.2 Updating a mixture of Gaussians

Now, assume the prior for $x$ is a mixture of Gaussians $p(x) = N_m(p_{1:J}, a_{1:J}, R_{1:J})$. Interest centers on the posterior for $x$ after an observation $y$ from the true sampling model $p(y|x)$. For general sampling models, this is analytically intractable. Instead, we approximate the joint distribution of $p(x, y) = p(y|x)p(x)$ by a mixture of Gaussians.

The intuition is exactly as described in Chapter 2 and is based on the relationship

$$p(x, y) = \sum_{j=1}^{J} p_j p(y|x) N(x|a_j, R_j).$$

This relationship suggests updating the means and variances for each mixture component individually using equation (B.3) and then updating the component probabilities. Plugging in the approximate observation model of equation (B.1), provides the relationship

$$p(x, y) \approx \sum_{j=1}^{J} p_j q(y|x) N(x|a_j, R_j).$$

The approximate observation model $q(y|x)$ is composed of a Gaussian piece that includes $x$ and other terms that do not include $x$. Incorporating the latter terms into the component probability provides

$$p(x, y) \approx \sum_{j=1}^{J} q_j N \left( a - \frac{d_1}{d_2}, x, d_2^{-1} \right) N(x|a_j, R_j)$$

where

$$q_j = p_j p(y|a) \left[ N \left( \frac{d_1}{d_2}, 0, d_2^{-1} \right) \right]^{-1}.$$

This makes clear that using this approximation is equivalent to updating a mixture of Gaussians prior using a Gaussian observation. When updating a mixture
of Gaussians prior using a Gaussian observation, each component is updated individually and the probabilities are adjusted according to the predictive distribution of each component provided in equation (B.2). There, performing this approximate updating results in the following posterior:

$$p(x|y) \propto p(x)p(y|x)$$

$$= \sum_{j=1}^{J} p_j' N(m_j, C_j)$$

where

$$p_j' \propto p_j p(y|a_j) \frac{N \left( \frac{d_1(a_j)}{d_2(a_j)} \| 0, d_2(a_j)^{-1} + R_j \right)}{N \left( \frac{d_1(a_j)}{d_2(a_j)} \| 0, d_2(a_j)^{-1} \right)},$$

$$m_j = C_j \left( d_2(a_j) \left[ a_j - \frac{d_1(a_j)}{d_2(a_j)} \right] + a_j/R_j \right),$$

$$C_j = (d_2(a_j) + 1/R_j)^{-1}.$$  \hspace{1cm} (B.4)

So given a prior for $x$ that is a mixture of Gaussians, i.e. $x \sim Nm(p_{1:j}, a_{1:j}, R_{1:j})$, we update the component probabilities, means, and variances according to these updating rules. The posterior is then approximately given by $x|y \sim Nm(p'_{1:j}, m_{1:j}, C_{1:j})$ according to equations (B.4).
Appendix C

MCMC implementation details

This chapter contains details for the MCMC analysis performed in this thesis. Throughout the notation $\bar{a}$ is used to represent the hyperparameter $a$ for the prior and $\hat{a}$ is used for the same parameter in the full conditional distribution.

C.1 Feedback of T7 RNA polymerase analysis

The details in this section are used in the analysis of Section 4.5 and model described in equations (4.4). The fixed parameter set is $\theta = \{k_c, \alpha_c, \beta_c, d_c, V, W; c \in \{1, 2\}\}$ and the latent state is $x_{0:T}$. Data were observed on 10-minute intervals, but the model was split into 10 sub-intervals per observation (Golightly and Wilkinson, 2005, 2006b,a, 2008). We generically use the notation $y_{1:T}$ to represent all the data with the understanding that many of the data points are actually unobserved.

The MCMC analysis was accomplished by sampling each univariate fixed parameter followed by sampling the latent state. For each unknown in the model, we outline the prior and full conditional distribution for that parameter. In the following distributions, we use the notation $f(x, k, \alpha, \beta, d) = x + \frac{k + \alpha x}{\beta + x} - dx$ to represent
the evolution function.

\( k_c \): The prior for \( k_c \) is \( p(k_c) \sim N(\bar{k}, v_k)I(0 < k_c) \). The truncated normal is conditionally conjugate and therefore the full conditional distribution is

\[
p(k_c | \ldots) \sim N(\hat{k}, v_{\hat{k}})I(0 < k_c)
\]

with

\[
v_k = \frac{W}{\bar{x}'} + \frac{1}{v_k}, \quad \hat{k} = \frac{W}{\bar{x}'y} + \frac{\bar{k}}{v_k},
\]

\[
\bar{x}_t = \frac{1}{\beta + x_{c,t-1}}, \quad \bar{y}_t = x_{c,t} - f(x_{c,t-1}, 0, \alpha, \beta, d) \quad t \in \{1 : T\}.
\]

\( \alpha_c \): The prior for \( \alpha_c \) is \( p(\alpha_c) \sim N(\bar{\alpha}, v_\alpha)I(0 < \alpha_c) \). The truncated normal is conditionally conjugate and therefore the full conditional distribution is

\[
p(\alpha_c | \ldots) \sim N(\hat{\alpha}, v_{\hat{\alpha}})I(0 < \alpha_c)
\]

\[
v_\alpha = \frac{W}{\bar{x}'} + \frac{1}{v_\alpha}, \quad \hat{\alpha} = \frac{W}{\bar{x}'y} + \frac{\bar{\alpha}}{v_\alpha},
\]

\[
\bar{x}_t = \frac{x_{c,t-1}}{\beta + x_{c,t-1}}, \quad \bar{y}_t = x_{c,t} - f(x_{c,t-1}, k, 0, \beta, d) \quad t \in \{1 : T\}.
\]

\( \beta_c \): The prior for \( \beta_c \) is \( p(\beta_c) \sim N(\bar{\beta}, v_\beta)I(0 < \beta_c) \). No conditionally conjugate prior exists for \( \beta_c \) so random walk Metropolis is used. A value is proposed from \( \beta^* \sim N(\beta, \sigma^2_c) \) and accepted with probability

\[
\rho(\beta, \beta^*) = \min \left\{ 1, \frac{p(\beta^*)}{p(\beta)} \prod_{t=1}^{T} \frac{N(x_{c,t} | f(x_{c,t-1}, k, \alpha, \beta^*, d), W)}{N(x_{c,t} | f(x_{c,t-1}, k, \alpha, \beta, d), W)} \right\}.
\]

where \( \beta \) is the current value.
\(d_c\): The prior for \(d_c\) is \(p(d_c) \sim N(\bar{d}, v_{\bar{d}})I(0 < d_c < 1)\). The truncated normal is conditionally conjugate and therefore the full conditional distribution is

\[p(d_c | \ldots) \sim N(\hat{d}, v_{\hat{d}})I(0 < d_c < 1)\]

with

\[v_{\hat{d}} = \frac{W}{\bar{x}'\bar{x}} + \frac{1}{v_{\bar{d}}}, \quad \hat{d} = \frac{W}{\bar{x}'\bar{y}} + \frac{\bar{d}}{v_{\hat{d}}},\]

\[\bar{x}_t = -x_{t-1}, \quad \bar{y}_t = x_t - f(x_{t-1}, k, \alpha, \beta, 0) \quad t \in \{1 : T\}.\]

\(V\): The prior for \(V\) is \(p(V) \sim IG(a_V, b_V)\). This is conditionally conjugate and the full conditional distribution is

\[p(V | \ldots) \sim IG(a_{VT}, b_{VT})\]

with

\[a_{VT} = a_V + nC/2 \quad \text{and} \quad b_{VT} = b_V + \frac{1}{2} \sum_{c=1}^{C} \sum_{t \in T} (y_{c,t} - x_{c,t})^2,\]

where \(n = |T|\) and \(T\) is the set of observation times and \(C\) is the number of cell trajectories.

\(W\): The prior for \(W\) is \(p(W) \sim IG(a_W, b_W)\) which is conditionally conjugate and therefore the full conditional distribution is

\[p(W | \ldots) \sim IG(a_{WT}, b_{WT})\]

where

\[a_{WT} = a_W + CT/2 \quad \text{and} \quad b_{WT} = b_W + \frac{1}{2} \sum_{c=1}^{C} \sum_{t=1}^{T} (x_{c,t} - f(x_{c,t-1}, k, \alpha, \beta, d))^2.\]

\(x_{c,0:T}\): The vector of latent states is sampled jointly using the independent Metropolis proposal described in Chapter 2 with \(J = 1\).
C.2 Example motivated by pathway studies in systems biology

The details in this section are used in the analysis of Section 4.6 and model described in equations (4.7). The fixed parameter set is \( \theta = \{ k, \alpha, \beta, \psi, \mu_1, \phi, V, W, U \} \) and the latent states are \( x_{0:T} \) and \( a_{0:T} \). The MCMC analysis was accomplished by sampling each univariate fixed parameter followed by sampling the latent state. For each unknown in the model, we outline the prior and full conditional distribution for that parameter. In the following distributions, we use the notation \( f_x(x, a, k, \alpha, \beta, \psi) = \frac{k + \alpha a^2 x^2}{\beta + a^2 x^2} + \psi x \) and \( f_a(a, \mu, \phi) = \mu + \phi(a - \mu) \) to represent the evolution functions for the target and the activator, respectively. The data point \( y_t \) is decomposed into two components where \( y_{1,t} \) and \( y_{2,t} \) are the noisy measurement of \( a_t \) and \( x_t \), respectively.

**k:** The prior for \( k \) is \( p(k) \sim N(\bar{k}, v_{\bar{k}})I(0 < k) \). The truncated normal is conditionally conjugate and therefore the full conditional distribution

\[
p(k|\ldots) \sim N(\hat{k}, v_{\hat{k}})I(0 < k)
\]

where

\[
v_{\hat{k}} = W \tilde{x}' \tilde{x} + \frac{1}{v_k}, \quad \hat{k} = \frac{W}{\tilde{x}' \tilde{y}} + \frac{\bar{k}}{v_k},
\]

\[
\tilde{x}_t = \frac{1}{\beta + a_{t-1}^2 x_{t-1}^2}, \quad \tilde{y}_t = x_t - f_x(x_{t-1}, a_{t-1}, 0, \alpha, \beta, \psi), \quad t \in \{1 : T\}.
\]

**\alpha:** The prior for \( \alpha \) is \( p(\alpha) \sim N(\bar{\alpha}, v_{\bar{\alpha}})I(0 < \alpha) \). The truncated normal is conditionally conjugate and therefore the full conditional distribution

\[
p(\alpha|\ldots) \sim N(\hat{\alpha}, v_{\hat{\alpha}})I(0 < \alpha)
\]

where

\[
v_{\hat{\alpha}} = W \tilde{x}' \tilde{x} + \frac{1}{v_{\alpha}}, \quad \hat{\alpha} = \frac{W}{\tilde{x}' \tilde{y}} + \frac{\bar{\alpha}}{v_{\alpha}},
\]

\[
\tilde{x}_t = \frac{a_{t-1}^2 x_{t-1}^2}{\beta + a_{t-1}^2 x_{t-1}^2}, \quad \tilde{y}_t = x_t - f_x(x_{t-1}, a_{t-1}, k, \beta, \psi), \quad t \in \{1 : T\}.
\]
\( \beta \): The prior for \( \beta \) is \( p(\beta) \sim N(\bar{\beta}, v_{\bar{\beta}})I(0 < \beta_\psi) \). No conditionally conjugate prior exists for \( \beta \) so a random walk Metropolis is used. A value is proposed from \( \beta^* \sim N(\beta, \sigma^2) \) and accepted with probability
\[
\rho(\beta, \beta^*) = \min \left\{ 1, \frac{p(\beta^*)}{p(\beta)} \prod_{t=1}^{T} \frac{N(x_t | f_x(x_{t-1}, a_{t-1}, k, \alpha, \beta^*, \psi), W)}{N(x_t | f_x(x_{t-1}, a_{t-1}, k, \alpha, \beta, \psi), W)} \right\}.
\]

\( \psi \): The prior for \( \psi \) is \( p(\psi) \sim N(\bar{\psi}, v_{\bar{\psi}})I(0 < \psi < 1) \). The truncated normal is conditionally conjugate and therefore the full conditional distribution is
\[
p(\psi | \ldots) \sim N(\hat{\psi}, v_{\hat{\psi}})I(0 < \psi < 1)
\]
where
\[
v_{\hat{\psi}} = W + \frac{1}{v_{\bar{\psi}}}, \quad \hat{\psi} = W + \frac{\bar{\psi}}{v_{\bar{\psi}}},
\]
\[
\bar{x}_t = x_{t-1}, \quad \bar{y}_t = x_t - f(x_{t-1}, k, \alpha, 0) \quad t \in \{1 : T\}.
\]

\( \mu_i \): The prior for \( \mu_i, i \in \{0, 1\} \) is \( p(\mu_i) \sim N(\bar{\mu}_i, v_{\bar{\mu}_i}) \). The normal is conditionally conjugate and therefore the full conditional distribution is
\[
p(\mu_i | \ldots) \sim N(\hat{\mu}_i, v_{\hat{\mu}_i})
\]
where
\[
v_{\hat{\mu}_i} = U + \frac{1}{v_{\bar{\mu}_i}}, \quad \hat{\mu}_i = U + \frac{\bar{\mu}_i}{v_{\bar{\mu}_i}},
\]
\[
\bar{x}_t = 1 - \phi, \quad \bar{y}_t = a_t - f_a(a_{t-1}, 0, \phi) \quad \{t : c_t = i\}.
\]

\( \phi \): The prior for \( \phi \) is \( p(\phi) \sim N(\bar{\phi}, v_{\bar{\phi}})I(0 < \phi < 1) \). The truncated normal is conditionally conjugate and therefore the full conditional distribution is
\[
p(\phi | \ldots) \sim N(\hat{\phi}, v_{\hat{\phi}})I(0 < \phi < 1)
\]
where
\[
\hat{v}_\phi = \frac{U}{x^T x} + \frac{1}{v_\phi}, \quad \hat{\phi} = \frac{U}{x^T y} + \frac{\bar{\phi}}{v_\phi},
\]
\[
\tilde{x}_t = x_{t-1}, \quad \tilde{y}_t = x_t - f_x(x_{t-1}, a_{t-1}, k, \alpha, \beta, 0) \quad t \in \{1 : T\}.
\]

**V:** The prior for \(V\) is \(p(V) \sim IG(a_{V_0}, b_{V_0})\). Therefore the full conditional distribution conditionally conjugate and is
\[
p(V | \ldots) \sim IG(a_{V_T}, b_{V_T})
\]
\[
a_{V_T} = a_{V_0} + T \quad \text{and} \quad b_{V_T} = b_{V_0} + \frac{1}{2} \sum_{t=1}^{T} (y_{1,t} - a_t)^2 + (y_{2,t} - x_t)^2.
\]

**W:** The prior for \(W\) is \(p(W) \sim IG(a_{W_0}, b_{W_0})\) which is conditionally conjugate and therefore the full conditional distribution is
\[
p(W | \ldots) \sim IG(a_{W_T}, b_{W_T})
\]

where
\[
a_{W_T} = a_{W_0} + T/2 \quad \text{and} \quad b_{W_T} = b_{W_0} + \frac{1}{2} \sum_{t=1}^{T} (x_t - f_x(x_{t-1}, a_{t-1}, k, \alpha, \beta, \psi))^2.
\]

**U:** The prior for \(U\) is \(p(U) \sim IG(a_{U_0}, b_{U_0})\) which is conditionally conjugate and therefore the full conditional distribution is
\[
p(U | \ldots) \sim IG(a_{U_T}, b_{U_T})
\]
\[
a_{U_T} = a_{U_0} + T/2 \quad \text{and} \quad b_{U_T} = b_{U_0} + \frac{1}{2} \sum_{t=1}^{T} (a_t - f_a(a_{t-1}, \mu, \phi))^2.
\]

\(x_{0:T}\): The vector of latent target states is sampled jointly using the independent Metropolis proposal described in Chapter 2.
\(a_{0:T}\): The vector of latent activator states is sampled jointly using an independent Metropolis proposal. This proposal is generated by running an FFBS on the activator series while ignoring the contribution from the evolution equation for the target. We then accept the proposed value \(a_{0:T}^*\) according to

\[
\rho(a_{0:T}, a_{0:T}^*) = \min \left\{ 1, \prod_{t=1}^{T} \frac{N(x_t | f(x_{t-1}, a_{t-1}^*, k, \alpha, \beta, d), W)}{N(x_t | f(x_{t-1}, a_{t-1}, k, \alpha, \beta, d), W)} \right\}.
\]

In the case where the activator is unobserved, we still run the FFBS without the observations which is equivalent to drawing from the prior for the latent activator series.

C.3 Analysis of US $-British £ exchange rate

The details in this section are used in the analysis of Section 5.4 and model described in equations (5.1). The fixed parameter set is \(\theta = \{\mu, \phi, W\}\) and the latent state is \(x_{0:T}\). The MCMC analysis was accomplished by sampling each univariate fixed parameter followed by sampling the latent state. For each unknown in the model, we outline the prior and full conditional distribution for that parameter. In the following distributions, we use the notation \(f(x, \mu, \phi) = \mu + \phi(x - \mu)\) to represent the evolution function.

\(\mu\): The prior for \(\mu\) is \(p(\mu) \sim N(\bar{\mu}, v_{\bar{\mu}})\). The normal is conditionally conjugate and therefore the full conditional distribution is

\[
p(\mu | \ldots) \sim N(\hat{\mu}, v_{\hat{\mu}})
\]

where

\[
v_{\hat{\mu}} = \frac{U}{\tilde{x}' \tilde{x}} + \frac{1}{v_{\bar{\mu}}}, \quad \hat{\mu} = \frac{U}{\tilde{x}' \tilde{y}} + \frac{\bar{\mu}}{v_{\bar{\mu}}},
\]

\[
\tilde{x}_t = 1 - \phi, \quad \tilde{y}_t = x_t - f(x_{t-1}, 0, \phi) \quad t \in \{1 : T\}.
\]
φ: The prior for \( \phi \) is \( p(\phi) \sim N(\bar{\phi}, v_{\bar{\phi}})I(0 < \phi < 1) \). The truncated normal is conditionally conjugate aside from the prior for \( x_0 \) and therefore the full conditional distribution is

\[
p(\phi|\ldots) \sim N(\hat{\phi}, v_{\hat{\phi}})I(0 < \phi < 1)
\]

where

\[
v_{\hat{\phi}} = \frac{W}{\bar{x}'\bar{x}} + \frac{1}{v_{\bar{\phi}}}, \quad \hat{\phi} = \frac{W}{\bar{x}'\tilde{y}} + \frac{\bar{\phi}}{v_{\bar{\phi}}},
\]

\[
\tilde{x}_t = x_{t-1}, \quad \tilde{y}_t = x_t - f(x_{t-1}, \mu, \phi), \quad t \in \{1:T\}.
\]

W: The prior for \( W \) is \( p(W) \sim IG(a_{W_0}, b_{W_0}) \) which is conditionally conjugate and therefore the full conditional distribution is

\[
p(W|\ldots) \sim IG(a_{W_T}, b_{W_T})
\]

where

\[
a_{W_T} = a_{W_0} + T/2 \quad \text{and} \quad b_{W_T} = b_{W_0} + \frac{1}{2} \sum_{t=1}^{T} (a_t - f(a_{t-1}, \mu, \phi))^2.
\]

\( x_{0:T} \): The vector of latent states is sampled jointly using the independent Metropolis proposal described in Section 5.2.2.

C.4 Comparison of kernel smoothing with particle learning

The details in this section are used in the analysis of Section 6.2.3 and model described in equations (6.2). The fixed parameter set is \( \theta = (\alpha, \beta, V, W) \) and the latent state is \( x_{0:T} \). The MCMC analysis was accomplished by sampling jointly from the fixed parameters followed by sampling the latent state. Note that given the latent state, the full conditional distribution for \( V \) is independent of the joint distribution for \( (\alpha, \beta, W) \). Below we outline the prior and full conditional distribution in this scheme.
V: The prior for \( V \) is \( p(V) \sim IG(a_{V0}, b_{V0}) \) which is conditionally conjugate. Therefore the full conditional distribution is
\[
p(V | \ldots) \sim IG(a_{VT}, b_{VT})
\]
where
\[
a_{VT} = a_{V0} + T/2 \quad \text{and} \quad b_{VT} = b_{V0} + \frac{1}{2} \sum_{t=1}^{T} (y_{1,t} - x_t)^2.
\]

(\( \alpha, \beta, W \)): The prior for \( \alpha, \beta \), and \( W \) is a joint normal inverse-gamma which is conditionally conjugate and therefore the full conditional distribution is available and provided below (West and Harrison, 1997, see Ch. 17). For these results, the notation \( y = (x_1 x_2 \ldots x_T)' \), \( X = [(1 1 \ldots 1)' (x_0 x_1 \ldots x_{T-1})'] \) is used.
\[
p(W) \sim IG(a_{W0}, b_{W0}), \quad p(\alpha, \beta|W) \sim N(c_0, WC_0),
\]
\[
p(W|x_{0:T}) \sim IG(a_{WT}, b_{WT}), \quad p(\alpha, \beta|\ldots) \sim N(c_T, WC_T),
\]
\[
a_{WT} = a_{W0} + T/2, \quad b_{WT} = b_{W0} + (y - Xc_T)'(y - Xc_T) + (c_T - c_0)'C_0^{-1}(c_T - c_0),
\]
\[
C_T = (X'X + C_0^{-1})^{-1}, \quad c_T = C_T(X'y + C_0^{-1}c_0).
\]

\( x_{0:T} \): The prior for \( x_0 \) is normal and this is a linear Gaussian model so FFBS is used to sample \( p(x_{0:T}|\ldots) \).
Appendix D

MATLAB code for algorithm implementation

This appendix contains many of the algorithms used throughout this thesis. In particular, it contains the algorithms to perform the methods described in Chapter 2 including mixture regeneration, the adaptive mixture filtering, backward sampling from that filter, and calculation of the Metropolis-Hastings ratio. It also contains the algorithms to perform the methods described in Chapter 5 including approximate updating of mixture components and adaptive mixture filtering for stochastic volatility models.
D.1 Mixture regeneration

```matlab
function [p m C] = regenerate(p1,m1,C1,J)
    % [p m C] = regenerate(p1,m1,C1,J)
    % This function will create a mixture of Gaussian approximation to
    % \( f(x) \neq \sum p1(i) \mathcal{N}(m1(i),C1(i)) \)
    % with the following properties:
    % * C will be equal and small
    % * m will be the J-quantiles of f()
    % * p will be 1/J
    mn = p1'*m1; % Target mean
    vr = p1'*(C1 + (m1-mn).^2); % Target variance
    if J==1,
        p=1;m=mn;C=vr; % If there is only one component
    else
        p = ones(J,1)/J; % Set all the components probabilities equal
        [mx ind] = max(p1); % Use for fzero starting value
        m = zeros(J,1); % Component means
        sdl = sqrt(C1);
        % Set component means equal to density quantiles
        m(1) = fzero(@(x) 1/(1+J)-p1'*normcdf(x,m1,sdl),m1(ind),1/J/10);
        for j=2:J
            m(j)= myfzero(@(x) j/(1+J)-p1'*normcdf(x,m1,sdl),m(j-1));
        end
        % Set component variances equal and such that the mixture
        % variance is equal to the target variance
        C = repmat(vr - p'*(m-p'*m).^2,J,1);
    end
end
```
The myfzero function:

```matlab
function RootMin = myfzero(Fun,X0)
% zero = myfzero(Fun,X0)
% This function finds a zero of Fun that is greater than X0.

RootMin = X0;
while (Fun(RootMin)<0)
    RootMin = RootMin-1;
end

RootMax = RootMin;
while (Fun(RootMax)>0)
    RootMax = RootMax+1;
end

FMin = Fun(RootMin);
FMax = Fun(RootMax);
while (FMin-FMax>1e-8)
    RootMid = (RootMin+RootMax)/2;
    FMid = Fun(RootMid);
    if (sign(FMin)==sign(FMid))
        RootMin = RootMid;
        FMin = FMid;
    else
        RootMax = RootMid;
        FMax = FMid;
    end
end
end
```
D.2 Adaptive mixture filtering

```matlab
function [p m C ap Rp G] = AM4(y,ff,df,fg,dg,V,W,p0,m0,C0,J)
% [p m C ap Rp G] = AM4(y,ff,df,fg,dg,V,W,p0,m0,C0,J)
% This function will perform the regenerating Gaussian sum filter
% on the nonlinear Gaussian state space model:
% y_t = ff(x_{t},t) + n_u_t \sim N[0,V_t]
% x_t = fg(x_{t-1},t) + o_mega_t \sim N[0,W_t]
% x_0 \sim \sum_{j=1}^{J} \pi_0(j) N(m_0(j),C_0(j))
% Inputs:
% y: Tx1 vector of observations
% ff: observation function, ff(x_{t},t)
% df: derivative of observation function
% fg: evolution function, fg(x_{t-1},t)
% dg: derivative of evolution
% V: Tx1 vector of observation variances
% (if V is a scalar, it is turned into a Tx1 vector)
% W: Tx1 vector of evolution variances
% (if W is a scalar, it is turned into a Tx1 vector)
% p0: component probabilities for x_0
% m0: component means for x_0
% C0: component variances for x_0
% J: number of components
% Outputs:
% p(t,j): probability of component j at time t
% m(t,j): mean of component j at time t
% C(t,j): variance of component j at time t
% ap(t,j): prior mean of component j at time t (used in BS)
% Rp(t,j): prior variance of component j at time t (used in BS)
T = length(y);
if length(V) == 1, V = V*ones(T,1); end
if length(W) == 1, W = W*ones(T,1); end
if size(p0,2) ~= 1, p0 = p0'; end
if size(m0,2) ~= 1, m0 = m0'; end
if size(C0,2) ~= 1, C0 = C0'; end
m = zeros(T+1,J); C = m; p = m; logp = m; a = m; R = m;
f = m; Q = m; e = m; A = m; F = m; G = m; ap = m; Rp = m;
% Approximate the prior
[tmp1 tmp2 tmp3] = regenerate(p0,m0,C0,J);
p(1,:) = tmp1; m(1,:) = tmp2; C(1,:) = tmp3;
```
for t=1:T
    \% waitbar(t/T,wb);
    for j=1:J
        ap(t+1,j) = fg(m(t,j),t);
        G(t+1,j) = dg(m(t,j),t);
        Rp(t+1,j) = G(t+1,j)^2*C(t,j)+W(t);
    end
    \% Regenerate
    [tmp1 tmp2 tmp3] = regenerate(p(t,:)',ap(t+1,:)',Rp(t+1,:)',J);
    p(t,:) = tmp1';
    a(t+1,:) = tmp2';
    R(t+1,:) = tmp3';
    logp(t,:) = log(p(t,:));
    if isnan(y(t))
        for j=1:J
            m(t+1,j) = a(t+1,j);
            C(t+1,j) = R(t+1,j);
            p(t+1,j) = p(t,j);
            logp(t+1,j) = logp(t,j);
        end
    else
        for j=1:J
            f(t+1,j) = ff(a(t+1,j),t);
            F(t+1,j) = df(a(t+1,j),t);
            Q(t+1,j) = F(t+1,j)^2*R(t+1,j)+V(t);
            e(t+1,j) = y(t) - f(t+1,j);
            A(t+1,j) = R(t+1,j)*F(t+1,j)/Q(t+1,j);
            C(t+1,j) = R(t+1,j)-A(t+1,j)*Q(t+1,j)*A(t+1,j);
            logp(t+1,j) = logp(t,j)-log(Q(t+1,j))/2-e(t+1,j)^2/(2*Q(t+1,j));
        end
        \% Adjust component probabilities to sum to 1
        logp(t+1,:) = logp(t+1,:)-max(logp(t+1,:)); \% avoid num. instab.
        tmp = exp(logp(t+1,:));
        p(t+1,:) = tmp/sum(tmp); logp(t+1,:) = log(p(t+1,:));
    end
    \% if isnan(y(t))
end % end t
D.3 Backward sampling from an adaptive mixture filter

```matlab
function [x p h H] = AM4_BS(p, m, C, ap, Rp, G, x)

% This function performs backward sampling from AM4. If x is provided, this function calculates the values for p, h, and H and returns the x provided.

% Inputs:
% p(t,j): probability of component j at time t
% m(t,j): mean of component j at time t
% C(t,j): variance of component j at time t
% ap(t,j): predictive state mean for component j at time t
% Rp(t,j): predictive state variance for component j at time t

[T J] = size(p);

if numel(G) == 1, G=G*ones(T,J); end

h=m; H=C; B=C; logp = log(p);

for t=T-1:-1:1
    for j=1:J
        B(t,j) = G(t+1,j)*C(t,j)/Rp(t+1,j);
        H(t,j) = C(t,j)−B(t,j)*Rp(t+1,j)*B(t,j);
        h(t,j) = m(t,j)+B(t,j)*(x(t+1)−ap(t+1,j));
    end
    logp(t,:) = logp(t,:)-...
               ((x(t+1)−ap(t+1,:)).^2)./(2*Rp(t+1,:))−...
               log(2*pi*Rp(t+1,:))/2;
    tmp = exp(logp(t,:)-max(logp(t,:)));
    p(t,:) = tmp/sum(tmp); logp(t,:) = log(p(t,:));
    if nargin<7
        if J==1,
            j=1;
        else
            j=randsample(1:J,1,true,p(t,:));
        end
        x(t) = h(t,j)+sqrt(H(t,j))*randn;
    end
end
```

D.4 Metropolis acceptance probability component calculation

```matlab
function [logTar, logPro] = ...
    AM4_Metropolis(y, x, ff, fg, V, W, m_0, C_0, p, h, H)

% [logTar logPro] = AM4_Metropolis(y,x,ff,fg,V,W,m_0,C_0,p,h,H)
%
% This function calculates the logarithm of the target distribution
% and the logarithm of the proposal distribution when the components
% for the proposal distribution are known. The target distribution is
% y(t) = ff(x(t),t) + v(t) \sim N(0,V)
% x(t) = fg(x(t-1),t) + w(t) \sim N(0,W)
% x_0 \sim N(m_0,C_0)
%
% The proposal distribution is defined at time t as
% x(t) \sim \sum_{j=1}^{J} p(t,j) N(h(t,j),H(t,j))
% p,h,H are associated with this x. If you need to calculate this for
% a different x, use function AM4_BS with known x first.
%
% Inputs:
% y(t): data at time t
% x(t): latent state at time t
% ff(x,t): observation function of x at time t
% fg(x,t): evolution function of x at time t
% V: observation variance
% W: evolution variance
% m_0: mean of x_0
% C_0: variance of x_0
% p(t,j): probability of component j at time t
% h(t,j): mean of component j at time t
% H(t,j): variance of component j at time t
%
% Outputs:
% logTar: log of the target distribution
% logPro: log of the proposal distribution

T = length(y);
ObsTimes = find(~isnan(y));
nObs = length(ObsTimes);
logp = log(p);

% Evaluate the proposal
logPro=0;
for t=1:(T+1)
    tmp = -(x(t)-h(t,:)).^2./(2*H(t,:)) - log(2*pi*H(t,:))/2 + logp(t,:);
    mx = max(tmp);
end
```
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logPro = logPro+mx+log(sum(exp(tmp-mx)));  

% Evaluate the target  
logTar = -nObs*log(2*pi*V)/2 ...  
  -sum((y(ObsTimes)-ff(x(1+ObsTimes),ObsTimes)).^2)/(2*V) ...  
  -T*log(2*pi*W)/2-sum((x(2:end)-fg(x(1:end-1),(1:T))').^2)/(2*W) ...  
  -log(2*pi*C_0)/2-sum((x(1)-m_0).^2)/(2*C_0);  

end
D.5 Approximate updating of mixture components

```matlab
function [p, m, C] = ApproximateMixtureUpdating(y, q, a, R, LogProbDensFunc, d1, d2)

% [p, m, C] = ApproximateMixtureUpdating(q, a, R, LogProbDensFunc, d1, d2)
% This function will approximately update a mixture prior under the
% observation model p(y|\mathbf{x}) = \text{ProbDensFunc}(y, \mathbf{x})
%
% Input:
% y: observation
% q: vector of prior components probabilities
% a: vector of prior components means
% R: vector of prior component variances
% LogProbDensFunc(y, \mathbf{x}): a function to evaluate \log p(y|\mathbf{x})
% d1(y, a): \frac{-d}{dx}\ \text{LogProbDensFunc}(y, \mathbf{x}) evaluated at x=a
% d2(y, a): \frac{-d^2}{dx^2}\ \text{LogProbDensFunc}(y, \mathbf{x}) evaluated at x=a
%
% Output:
% p: vector of posterior component probabilities
% m: vector of posterior component means
% C: vector of posterior components variances

if size(q, 2) \neq 1, q=q'; end
if size(a, 2) \neq 1, a=a'; end
if size(R, 2) \neq 1, R=R'; end

J = size(q, 1); % number of mixture components
logq = log(q); % for use in updating mixture component weights

d1a = d1(y, a);
d2a = d2(y, a);
d1aoverd2a = d1a./d2a; % pre-computed for speed
overd2a = 1./d2a; % pre-computed for speed

% Calculate posterior component variance
C = 1./(d2a+1./R);

% Calculate posterior component mean
m = C.*(d2a.*(a-d1aoverd2a)+a./R);

% Calculate (proportional to) posterior component log probability
logp = logg...
    +LogProbDensFunc(y, a)...
    +LogGaussPDF(d1aoverd2a, 0, sqrt(overd2a+R))...
    -LogGaussPDF(d1aoverd2a, 0, sqrt(overd2a));
```

162
% Renormalize component probabilities
logp = logp - max(logp);
p = exp(logp);
p = p./sum(p);
end
D.6 AM4 for stochastic volatility model

```matlab
function [p m C ap Rp] = AM4_SV(y,mu,phi,W,m0,C0,J)
% This function will perform AM4 on the
% approximate stochastic volatility model:
% y_t = x_t + nu_t    nu_t ~ log-chi_1^2/2
% x_t = mu+phi (x_{t-1}-mu) + omega_t  omega_t ~ N(0,W)
% x_0 ~ N(m0 ,C0 )

y = [NaN; y];
T = length(y);

LogProbDensFunc = @(y,x) -log(pi/2)/2+y-x-.5*exp(2*(y-x));
d1 = @(y,a) 1-exp(2*(y-a));
d2 = @(y,a) 2*exp(2*(y-a));

m = NaN*zeros(T,J);
C = NaN*zeros(T,J);
p = NaN*zeros(T,J);
a = NaN*zeros(T,J);
R = NaN*zeros(T,J);
ap = NaN*zeros(T,J);
Rp = NaN*zeros(T,J);

% Approximate the prior
[tmp1 tmp2 tmp3] = regenerate(1,m0,C0,J);
p(1,:) = tmp1; m(1,:) = tmp2; C(1,:) = tmp3;
```

for t=2:T
    for j=1:J
        \( ap(t,j) = \mu + \phi \times (m(t-1,j) - \mu) \);
        \( Rp(t,j) = \phi^2 \times C(t-1,j) + W \);
    end
    a(t,:) = ap(t,:);
    R(t,:) = Rp(t,:);
    p(t,:) = p(t-1,:);
    if isnan(y(t))
        m(t,:) = a(t,:);
        C(t,:) = R(t,:);
    else
        [tmpp tmpm tmpC] = ...
        ApproximateMixtureUpdating(y(t),p(t,:),a(t,:),R(t,:), ...
        LogProbDensFunc,d1,d2);
        % Regenerate
        if J>1, [tmpp tmpm tmpC] = regenerate(tmpp,tmpm,tmpC,J); end
        p(t,:) = tmpp; m(t,:) = tmpm; C(t,:) = tmpC;
    end % end isnan(y(t))
end % end t
end
Appendix E

Image segmentation and dynamic lineage analysis in single-cell fluorescence microscopy

The paper on the following pages will be published in Synthetic Biology, 2009 (Wang et al., 2009).
Image segmentation and dynamic lineage analysis in single-cell fluorescence microscopy

Quanli Wang\textsuperscript{1,2}, Jarad Niemi\textsuperscript{1}, Chee-Meng Tan\textsuperscript{3}, Lingchong You\textsuperscript{2,3} and Mike West\textsuperscript{1,2}

\textsuperscript{1}Department of Statistical Science, Duke University
\textsuperscript{2}Institute for Genome Sciences & Policy, Duke University
\textsuperscript{3}Department of Biomedical Engineering, Duke University

Abstract

An increasingly common component of studies in synthetic and systems biology is analysis of dynamics of gene expression at the single-cell level, a context that is heavily dependent on the use of time-lapse movies. Extracting quantitative data on the single-cell temporal dynamics from such movies remains a major challenge. Here, we describe novel methods for automating key steps in the analysis of single-cell, fluorescent images – segmentation and lineage reconstruction – to recognize and track individual cells over time. The automated analysis iteratively combines a set of extended morphological methods for segmentation, and uses a neighborhood-based scoring method for frame-to-frame lineage linking. Our studies with bacteria, budding yeast and human cells, demonstrate the portability and usability of these methods, whether using phase, bright field or fluorescent images. These examples also demonstrate the utility of our integrated approach in facilitating analyses of engineered and natural cellular networks in diverse settings. The automated methods are implemented in freely available, open-source software.
INTRODUCTION

Time-lapse microscopy technologies now enable detailed data generation on dynamic cellular processes at the single cell level (1, 2). Recent studies have highlighted the use and importance of this technology for investigating biological noise in the dynamics of gene regulation, competence pathways in *Bacillus subtilis*, and aspects of cell growth and proliferation, among other areas (2,3,4,5,6,7). Mathematical and statistical models are of growing interest in describing and testing hypothesis for such systems (9,10,11), and rely on extraction of data from time-lapse microscopy imaging techniques that generate sequences of individual, pixel-based image frames.

Unlike data generated from flow cytometry, which represent snapshots of cellular states, time-lapse movies with sufficiently high temporal and spatial resolution allow time courses of gene expression dynamics to be established at the single-cell level. These time courses are critically important in studies investigating the dynamics of both natural (12,13,14,15) and synthetic (16,17,18,19) cellular networks, dynamics that are often masked at the population level. However, recognizing cells as objects in images, and tracking them from one image to the next, remain as central technical challenges (1). These tasks, segmentation and tracking, respectively, can be approached either manually or automatically. Typically, humans are good at these tasks, but automation – essential for this fast-developing technology – is difficult and poses open questions for methodology development.

Depending on the cells being segmented and tracked, various existing algorithms are available (20,21,22,23,24). A universal solution to cell segmentation and tracking, applicable across cell types, has yet to be described. Algorithms that work well on one set of images often perform poorly on another set due to differences in the features that are exploited. A major goal in algorithm design and software development is then to provide a set of tools capable of extracting cell-like objects from many different types of images. Attempts have been made in both commercial and public domain software packages to solve these issues. Commercial software, including Imaris from BitPlabe, Amira from Mercury Computer Systems, Volocity from Improvision, MetaMorph from Molecular Devices and Matlab Image Processing toolbox from MathWorks, are mainly for general purpose image analysis, not specific nor customized to microscopy images. Among public-domain tools in development, Image-J is a general purpose image analysis program, while CellProfiler (23), Cell-ID (20), CellTracker (24), and GoFigure(1) aim to address segmentation and/or tracking in more specific areas. For example, Cell-ID was developed for automatic segmentation, tracking, and quantification of fluorescence protein levels in yeast. For specific synthetic or natural biological systems, *ad hoc* algorithms have also been adopted for analyses of gene expression dynamics in bacteria (5), yeast (25), and mammalian cells (26).

The algorithms implemented in above-mentioned tools use a number of variations of watershed and level-set approaches for segmentation. The success of these approaches depends largely on success in defining initial cell identity and location markers. When cells are tightly clustered, as is often the case with data on *E. coli* and yeast, for example, it is typically difficult to correctly identify initial cell objects to avoid mis-segmentation. Also, the methods used to define cell markers vary with cell type and
image type, thus reducing algorithm portability. To address these questions, we develop the concept of hybrid grey-scale/black-white images and extend existing image filters and mathematical morphological operators for grey-scale images to work with these hybrid images. This approach allows us to extract cells from an image in an iterative process that gradually converts the grey-scale image into a black-white mask thus segmenting the image into cells, without relying on initial cell markers.

Moreover, tracking algorithms used in existing tools also face portability challenges: they often accomplish the tracking task by minimizing ad hoc global energy functions that are problem-specific, and typically do not consider locally clustered cells. To overcome these complications, we incorporate neighboring cell information to compute numerical likelihood scores for cell identity between each pair of time steps $t$ to $t+1$. We then apply an integer programming method to generate frame-to-frame correspondences between cells and the lineage map.

The resulting, fully automated analysis, wrapped in an open-source Matlab application, is demonstrated here on two *E. coli* bacteria data sets, one yeast dataset and one human cell data set. Full algorithmic, workflow and analysis details, and more extensive examples, are given in several sections of the Supplementary Materials. Additional information and examples, together with the source code, a graphical user interface, examples of alternative workflows and other supporting documents, can be found at the CellTracer website ([http://www.stat.duke.edu/research/software/west/celltracer/](http://www.stat.duke.edu/research/software/west/celltracer/)). With this methodology and tool, we have been able to successfully analyze single-cell time-lapse movies of cellular dynamics for diverse cell types, spanning from bacteria to yeast to human cells and diverse image types, from phase to bright-field to fluorescence images. As such, we believe it will facilitate quantitative spatiotemporal analysis of synthetic and natural cellular networks.

RESULTS

**Image preprocessing and hybrid filters on hybrid grey-scale/black-white image**

Preprocessing begins with a three-step partition of an initial grey-scale image into three distinctive regions: background, border, and undecided. The first step identifies the background using a modified nonlinear range filter followed by a standard morphological dilation. This recognizes regions that do not vary much and yet are large enough to be part of a cell. The second step identifies border regions that are not background or part of a cell, using an extended high-pass filter that operates on the masked image from the first step. Undecided regions are regions yet to be classified. It is also sometimes useful to re-label undecided pixels with extreme values as border regions by global thresholding.

Recognizing that bacterial, yeast and human cells typically have smooth borders, we used a nonlinear range filter with a disk-shaped neighborhood, or a structure element. The disk size has to be larger than the maximum width of cells from all images. Once these range values are calculated, a threshold is chosen such that a pixel with range value less than the threshold will be labeled as 0, an indicator for background. The
resulting images are grey-scale with zero values indicating background. If we also assign special meaning to the largest values in the grey-scale image (255 for 8-bit images), as we do (below) for cell borders, we create a hybrid grey-scale/black-white image. In contrast, most other filters will end up with either black-white or grey-scale images only. Consequently, we also have to modify the usual high-pass filter not to use the pixels that take zero values when identifying the border regions in the initial partition. This can be done with a masked neighborhood approach. That is, we exclude all pixels that are masked to be the black-white during filtering, and use only pixels in a neighborhood that are part of the grey-scale image. This mask-based strategy, including the modified range-filter in the previous step, can be applied to other filters (Supplementary Note 2).

In general, we can extend the above ideas to design a class of mask-based filters on hybrid images, as follows. Let \( H = (I, M) \) be a hybrid image comprised of a grey-scale image \( I \) and a black-white mask \( M \). Let \( H' = F(H) \) be a function where the output \( H' = (I', M') \) is also a hybrid image, created via

\[
(I', M') = H' = F(H) = F(I, M).
\]

(1)

Then \( F \) is called a hybrid filter if

\[
F(I, M) = F(I.*M, M)
\]

(2)

for all \( I \) and \( M \), where \(*\) represents the element-wise product. In other words, \( H' \) only depends on pixel intensity values in \( I \) that have corresponding non-zero values in \( M \).

With this notation, given any hybrid image \( H = (I, M) \), we formally define a specific class of hybrid filters, called hybrid range filters (or HRFs), as follows. Each HRF is defined by a specified range parameter \( r > 0 \). For each image pixel \((i, j)\), denote by \( E_{i,j} \) the structure element centered at the pixel, and define \( U_{i,j} = I(E_{i,j} \cap M) \) where \( \cap \) is the set intersection operator. Then the HRF map \((I', M') = F(I, M)\) is given by

\[
(I_{i,j}', M_{i,j}') = \begin{cases} 
(I_{i,j},1), & \text{if } \max(U_{i,j}) - \min(U_{i,j}) \leq r, \\
(0,0), & \text{otherwise}, 
\end{cases}
\]

(3)

Hence, to calculate the output gray-scale intensity value \( I_{i,j}' \), the HRF first extracts all the pixels from its neighborhood as defined by the structure element, and then these pixels are further selected according to the corresponding binary mask. The output intensity is then kept the same as input only when the intensity values from the above selected neighborhood fall into the range defined by \( r \). The output binary mask \( M_{i,j}' \) is simply set to 1 when the corresponding grey-scale intensity is non-zero.

In addition to range filters, we can design hybrid median, mean, or rank filters, in an obvious extension of the above definition of range filters. There are several advantages to these hybrid filters. First, both black-white and grey-scale images can be treated as special cases of the hybrid images by using proper masks, thus avoiding the need to
distinguish the types of input images. For a pure grey-scale image, the mask $M$ is a matrix of ones and for a pure black-white image $M$ is a zero matrix of the same size as $I$. Second, as the input and the output images are always of the same type, we can combine various types of filters sequentially to address different filtering needs. Third, instead of being forced to threshold the grey-scale image into black-white at some point of the image processing all at once, we can gradually threshold the image in an iterative and selective way and slowly turn an input grey-scale image to an output black-white image. This advantage will be demonstrated in the segmentation step below.

Figure 1 gives an example of applying hybrid filters to preprocess a raw, grey-scale image. This process generates a hybrid image by classifying some pixels as background and others as cell borders while keeping remaining regions for further segmentation. Figure 1a shows three images of engineered E. coli bacteria programmed via a synthetic gene circuit (Supplementary Note 1). The cells are generally represented by darker pixels and surrounded by bright borders while the grey regions are background. Figure 1b is the result of applying the hybrid range filter to identify background as colored in green. Figure 1c is the result of applying the hybrid high-pass range filter to Figure 1b to identify border regions, colored in blue. Figure 1d is the result of further applying a global threshold filter to mark more pixels as borders. Note that this preprocessing just gives an initial partition for the input images, and may or may not be needed for every data set analysis.

**Segmentation with iterative/selective masked erosion and dilatation**

Segmentation identifies groups of pixels as cell objects. A common challenge with any algorithm is over- or under- segmentation (27,28,29). We approach this issue using an iterative algorithm that couples our hybrid filters with hybrid smoothing and dilation. We extend the concept of hybrid filtering to image smoothing and erosion/dilation (Supplementary Note 2). The hybrid image from the preprocessing step is input to analysis that applies a hybrid filter, or a combination of filters, to erode the undecided regions, followed by hybrid dilation and smoothing to restore most of the pixel values changed by the filter. The overall result is a subtle change in the mask associated with the hybrid image. We iteratively repeat this process, possibly with slightly more aggressive parameter settings, to gradually change the associated mask until a stopping rule is met (Supplementary Note 4). This final mask associated with the hybrid image is the resulting segmented image.

We enhance the above strategy by adding a cell object modeling and selection step at the end of each iteration. Recognizing that cells have common morphological features (shape, size, smoothness) we define cell or object shape models. Disconnected segmented regions – referred to as blobs – in the binary mask are labeled, evaluated, scored and then classified into two groups based on the object shape model. Here we apply this method to set of data generated with engineered E. coli carrying a population control circuit (31) (Supplementary Note 1). This data set is challenging in that many bacteria are elongated due to the circuit function and that there is great diversity in the sizes of closely clustered individual bacteria. With E. coli data, the cell object model assumes a straight or curved cigar shape and a minimum pixel volume; in the example of Figure 1, all blobs are classified as either cells or undecided. Undecided blobs are
subject to further segmentation and cells are considered done with no further segmentation performed. This approach proves to be very useful especially when the cells exhibit diversity in scale, e.g., cells differing in diameter, in which case cells at different scales will be picked up at different iterations. More details appear in the Methods section and Supplementary Note 4.

We illustrate this approach in Figure 2 for the dataset used in the preprocessing step above. Figure 2a shows the result of using a hybrid rank filter with disk-shape structure element to the hybrid images in Figure 1d. Figure 2b shows the hybrid image after further smoothing, thickening, and re-smoothing to Figure 2a. Many larger blobs in Figure 1d are broken down into smaller blobs. By thresholding, all blobs in Figure 2b are classified into two subsets as shown in Figure 2c and Figure 2d. Figure 2c shows the binary masks of the blobs with lower scores that will not be further segmented and Figure 2d shows the blobs with higher scores and will be subject to further segmentation. Figure 2e is the final segmentation (cell coloring is arbitrary and only for visuals).

The same approach for yeast and human cells uses a slightly different cell object shape model. The main difference is that we assume cells have convex or nearly convex shapes, instead of the “bendy” cigar shape. Detailed description of this model can be found in Supplementary Note 6. Though designed for yeast and human cells, this model works equally well on bacterial examples, illustrating the robustness of the method.

Once the iterations terminate, cells are labeled by recognizing disconnected blobs in the binary mask image. Basic quantities such as shape, size, boundary, and centroid can then be measured using techniques such as described in (20).

**Cell lineage reconstruction through neighborhood-based scoring**

Segmentation generates a sequence of images with objects segmented in each. To track cells over time and to reconstruct lineage trees, we use a two-step algorithm to first construct score matrices for all cells in each pair of consecutive images and then apply an optimization algorithm to obtain the frame-to-frame correspondence matrices. Suppose that image $t$ has $m$ cells and image $t+1$ has $n$ cells. A forward score matrix ($m$ by $n$) and backward score matrix ($n$ by $m$) describe the likelihood of a cell in image $t$ corresponding to a cell in image $t'$ and that of a cell in image $t+1$ corresponding to a cell in image $t$, respectively. These matrices are further combined and transformed into a 0-1 correspondence matrix with 1 indicating a correspondence between a cell in image $t$ and a cell in image $t+1$. Due to cell growth, death, or division, a cell in image $t$ can correspond to 0, 1 or 2 cells in image $t+1$.

To construct forward and backward scores for each pair of cells, we calculate geometric overlapping scores for the pair. We then locate all neighbors of each cell in each image and compute a pair of neighborhood scores over the neighborhood of each cell using the overlapping scores. By repeatedly shifting one image slightly, we recalculate overlapping and neighborhood scores for cell pairs and record the final scores as the largest combined neighborhood score over all shifts within a predefined distance. We make these scores more robust by using a threshold when calculating the neighborhood...
scores so that small overlapping scores are not used to calculate final scores. Note that we do not specify a cell object model for the tracking algorithm. Instead, only the area representing a cell is used in the algorithm. By design, this neighborhood-based approach introduces robustness to image shifting during image capturing or cell movement. Figure 3 provides an example for calculating the score for a pair of *E. coli* cells, using data of Rosenfeld et al. (4). Figures 3a and 3b show two images at consecutive times with the pair of cells labeled in blue. Figure 3c is the result if we overlay the segmented images. This will not yield an acceptable score as two highlighted cells do not overlap at all. Instead, to construct a pair of scores for the cell at these two times, the neighborhoods for these cells are first located as shown in Figure 3d and 3e respectively. Then by shifting image 3b around, the best scores are obtained at the overlapping position as shown in Figure 3f. The bright yellow indicates the cells used to construct the scores.

To transform the forward and backward score matrices into a single correspondence matrix, we start by noting that a cell in image *t* can disappear (die), grow, or divide into two cells in image *t+1*. So a cell in image *t* can only correspond to 0, 1, or 2 cells in image *t+1*. We also assume that a cell in image *t+1* can correspond to at most 0 or 1 cells in image *t*, which restates the fact that a cell is an orphan or a descendent of a cell in image *t*. We then combine the two score matrices using dot product and calculate the row and column maxima in the combined score matrix; our algorithm then scans the combined score matrix to locate values that are both row and column maxima and assigns matches for corresponding cell pairs. During this process, if more than two cells in image *t+1* can be assigned to one cell in image *t* the backward score matrix is referenced so that the two cells with best scores are used to assign the matches. We repeat this process while excluding the cells in image *t+1* that are already matched and enforcing the cell growth event restraints until no more correspondences can be found. Once the correspondence matrices for all consecutive images are generated, we reconstruct the cell lineage trees by linking the sequence of correspondence matrices. Individual tracks can be further obtained by back-tracking the cells identified in the last frame to the cells in the first frame from the lineage trees.

Figure 4a shows the combined score matrix for Figure 3, displayed as a heat map. Figure 4b shows the resulting correspondence matrix heat map after applying our optimization algorithm. This can be converted into a 0-1 correspondence matrix by identifying those scores above a specified threshold. From the image, we notice from the columns that each cell corresponds to only one cell from the previous image; similarly, from the rows we see that each cell corresponds to one or two cells (cell splitting) in the following image. Figure 4c shows a complete lineage tree for cell 1 in images 1 through 25 (displayed using GraphExplore: www.stat.duke.edu/research/software/west/graphexplore.html). The numbers in each node represent the image index and the cell index, respectively.

**Comparison with existing algorithms**

Sigal et al. (26), Gordon et al. (20), and Charvin et al. (30) demonstrated segmentation/tracking results on human and yeast cells using the Cell-ID, CellProfiler
and other tools. While complete yeast segmentation/tracking results are not available from (20), Figure 5a provides the correspondence heat map analogous to Figure 4a using the methods in (20). Compared to Figure 4a, it shows more small but non-zero values (in light blue) and fewer large values (in bright red). It is evident that our neighborhood score based tracking method provides a much sharper score matrix with substantially improved cell correspondences as indicated by red/orange pixels. The Sigal et al. study provided human cell imaging data in terms of supplementary movies as well as summaries of cell tracking results. This human data example provides a nice context for a side-by-side comparison with our method. Figure 5b demonstrates all 97 tracks reconstructed using our approach as compared with only 57 reported in (26). Further investigation based on our full tracking result suggests that there are at most 99 actual tracks from the last frame back to the first frame in the movie. i.e., our algorithm reconstructs almost 98% of actual tracks in the movie. Importantly, our analysis was a direct application of the automated method applied to bacterial data with no additional parameter tuning. More details on analysis of this data set, as well as additional examples using budding yeast data, can be found in Supplementary Note 6.

DISCUSSION

Our results demonstrate the utility and portability of our cell segmentation and tracking analysis for single-cell images of bacterial, yeast and human cells. The method applies similarly to other cell types using cell object shape models. Whatever the cell type, the automated, iterative algorithm for segmentation provides a novel and accurate way to extract cell information from time-course images. The concept of hybrid images and hybrid image based filters can be readily ported to existing tools that are designed purely for grey scale or black-white images. The neighborhood-based score function provides an efficient way to track cells through time. By using very common cell features and avoiding modeling cell growth transformations, our approach is robust and has good portability for deployment in other studies. By thresholding and using only higher scores when calculating correspondence, we can easily make the tracking algorithm iterative to deal more complicated cases and design algorithms that allowing skipping a frame for cell correspondence.

Common methods such as background filtering, contrast enhancement, iterative morphological operations are of proven utility in image segmentation. However, effectively combining such methods, as several prior studies have done, is challenging as these operators each apply to the entire image under investigation without discrimination and thus often create undesired side effects. Our hybrid image-based operators allow us to take advantage of these useful methods but in such a way as to minimize these undesired side effects.

Depending on the types of images to be analyzed, the image preprocessing step can be vital to the success of segmentation. In the contexts here, image preprocessing is tuned to work specifically with cells that have smooth shapes and that are generally represented by pixels that are darker or brighter than the surrounding environment, which for example, might not be the case for DIC images. However, the general strategy
can be ported to deal with other cell types based on alternative assumptions about distinctive border and inner regions.

Our iterative approach for cell segmentation gives another example of deploying different operators defined on hybrid images to selectively target the unclassified regions of images while leaving well classified regions untouched. This approach is especially useful when the cells in the images have different scales or distinctive subclass features. Compared to commonly used global and adaptive threshold methods, iterative morphological erosion/dilation, or watershed based methods for segmentation, our analysis across a range of examples is uniformly effective in terms of overcoming the common pitfalls of over- or under- segmentation.

A core issue of cell tracking is to determine the correspondences between cells in two consecutive images. Some assumptions have to be made about the image acquisition rate and also about the cell growth rate to have a well defined problem. Low image sampling rate, high cell growth rate, or both will make tracking nearly impossible without strong assumptions. Even for well-behaved data, however, finding correspondences between cells across images is an NP-complete problem. This problem is further complicated by poor segmentation and various transformations and spatial mappings due to cell growth such as change of shapes, cell division and also imperfect image acquisition techniques. Some of the best methods currently available use joint estimation of correspondence and spatial mappings via optimization of energy functions (32). The success of such approaches is heavily dependent on the design of energy function and the choice of optimization technique as well as the choice of mapping functions and cell features. Other approaches use more formal statistical models to estimate the likelihoods of cell death and division between frames and consolidate these likelihood values into correspondence using integer programming optimizations (33).

Our approach has built on the best characteristics of these general strategies. We first derive a score that uses only one robust feature extracted from cells together with the neighborhood information. Then our greedy search algorithm consolidates the scores into cell correspondences. To construct the score, we intentionally avoid using the popular cell feature candidates such as volume, orientation, centroid, and major and minor axis. Instead, we used geometric overlapping as a basis for our score. However, some obstacles have to be overcome to use this feature successfully. First, the standard overlapping measure is symmetric for two involved images and does not deal with cell division events correctly. We address this issue by using forward and backward overlapping measures, which turns out to be critical for successful tracking of budding yeast cells. Second, systematic shifts of image or local movements of cells can cause standard overlapping measure to be unstable. We address this issue by shifting one image around and finding the best local neighborhood match before deciding the actual overlapping measure. The resulting overlapping measure is robust to these obstacles and can be easily applied to other cell images. As a result, there is very little parameter tuning for three different types of cells we analyzed here. To further test our tracking algorithm, we have rerun analyses by skipping every other frame in the image sequences and have found that there is little change in tracking results for E. coli and human cells. In the case of budding yeast cells, however, we did observe more tracking mistakes at times when daughter cells were just separated from mother cells.
METHODS

Initial partition to convert grey-scale image into hybrid image

The input grey-scale phase images are first preprocessed to generate hybrid images for further segmentation. To identify the initial background, we customized the range filter from the Matlab image processing toolbox to use a disk shaped structure element in observing the fact that all the cells under consideration have rather smooth shapes. We then scan all image frames to generate an initial estimate of the maximum half width, *r*, of all cells and choose the radius of the disk structure element to be between *r* and 2*r*. After applying the range filter, a fixed threshold is chosen so that in any image, a pixel with range value less than the threshold will be marked as 0 for background. While there might be optimal values for such parameters to get best initial background partition, we find this usually gave satisfying initial results after a few preprocessing attempts. The resulting hybrid images are then fed into a modified high-pass range filter to identify the cell border regions. The high-pass range filter is modified in two ways: we use the disk shaped structure element as we did for background, and we exclude all background pixels when recording the minimum value within the neighborhood of each pixel. We choose a value for this threshold so that only the very obvious border pixels are marked as 255 for border in our 8-bit input images.

Iterative cell segmentation

Iterative cell segmentation in general involves the following steps: (1) Label disconnected blobs in the associated binary masks from hybrid images. (2) Filter each labeled blob using hybrid filters to obtain a refined estimate, which usually will break down some undesired blobs into smaller blobs. (3) Score the refined blobs based on the cell shape model assumptions. Some example cell shape models can be found in Supplementary Notes 3 and 6. (4) Threshold all blobs into two subsets using a user chosen score threshold. (5) Keep the subset of blobs with lower scores unchanged and repeat (1) through (4) until no more blobs can be broken down and the resulting binary mask is taken as the segmentation result. For our example datasets, step (2) is further detailed as follows: (2a) For each blob in the subset with higher scores, a modified rank filter with disk-shape structure element is applied to the corresponding grey-scale blob to identify the pixels with higher intensity values and to erode them from the corresponding binary mask; (2b) The eroded mask blob is then further smoothed by applying a distance transform to the inverted mask, which calculates the distance between each pixel that is set to zero and the nearest nonzero pixel in the mask, and then thresholding it; (2c) The smoothed mask is dilated through a morphological thickening with respect to the original binary mask in (2a). As a result of (2a) through (2c), many blobs with higher scores will break down into smaller blobs and yield further segmented hybrid images. We have also developed alternative procedures in the software for step 2 that user might find more effective for specific dataset or cell types.

Construction of forward and backward score matrices
We use the strategy described earlier to construct the forward and backward score matrices. Our realization of this strategy uses the following implementations. At time $t$, we define the forward geometric overlapping score for cell $i$ in image $t$ and cell $j$ in image $t+1$ as the ratio of number of pixels in cell $i$ divided by the total number of pixels in both cell $i$ and cell $j$. Similarly, we define the backward geometric overlapping score for cell $j$ in image $t+1$ and cell $i$ in image $t$ as the ratio of number of pixels in cell $j$ divided by the total number of pixels in both cell $i$ and cell $j$. We regard a cell $i$ is in the neighborhood of a cell $j$ if they overlap at least once if we shift cell $i$ within given pixels $p$, where $p$ controls the maximum neighborhood size. The threshold we chose to decide if a geometric overlapping score will be counted as valid is 0.2. This threshold can be set to a higher value if cells do not move or change shape a lot. The combined neighborhood score is the square of the sum of the forward and backward scores.

**Correspondence matrix**

We transform the score matrices into correspondence matrix using the greedy approximation algorithm implemented in CellTracer, with implementation details provided in Supplementary Note 5.

**Alternative implementations**

We have presented one particular implementation of our overall strategy and resulting algorithm, in a form that works well on all three types of testing data sets – bacterial, yeast and mammalian cells – and based on phase, bright field or fluorescent images. It is however understood that improved segmentation results, or more efficient algorithms, may be achieved by tailoring the workflow to more specific features of a data set. Our emphasis is on robustness and portability, but we have detailed the opportunities to further customize the approach, if desired, in supporting material and describe some such customization in explicit detail in examples at the software website.
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Figure Legends

Figure 1. Preprocessing to convert the input grey-scale phase image into a hybrid image. (a) Sample grey-scale input images from *E. coli* experiment at time point *t* = 10, *t* = 25 and *t* = 40 respectively. (b) Resulting hybrid images after applying the modified range filter to identify initial backgrounds (colored in green). (c) Resulting hybrid images after applying the high-pass filter to (b) to further identify border regions (colored in blue). (d) the resulting hybrid images after applying a threshold filter to (c) to mark more pixels as borders.

Figure 2. Iterative segmentation. (a) Result of using a hybrid quantile filter on images in Figure 1d. (b) Hybrid images after further smoothing, thickening and re-smoothing to (a). (c) The binary masks of the blobs with lower scores in (b). (d) The blobs with higher scores in (b). (e) The final segmentation result with (arbitrary) cell coloring for visual clarity.

Figure 3. Neighborhood based cell tracking. (a,b) Two images at consecutive times with the same cell labeled in blue. (c) Result of overlaying the segmented images from a and (b). (d,e) Neighborhood of the cell identified in (a) and (b) respectively, labeled in blue and cyan. (f) The overlapping position where the best scores are obtained for the labeled cells in and (b).

Figure 4. Cell tracking and lineage tree reconstruction. (a) The combined score matrix displayed as a heat map, with warm color indicating good matching. (b) Heat map for the final correspondence matrix. (c) Complete lineage tree for cell number 1 tracked in images 1-25.

Figure 5. Comparison with other leading algorithms. (a) Heat map of score matrix analogous to Figure 4(a) using the method of (20). (b) Tracking result for human cells compared to that of (26).
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Abstract
Advances in biology and engineering have enabled the reprogramming of cells with well-defined functions, leading to the emergence of synthetic biology. Early successes in this nascent field suggest its potential to impact diverse areas. Here, we examine the feasibility of engineering circuits for cell-based computation. We illustrate the basic concepts by describing the mapping of several computational problems to engineered gene circuits. Revolving around these examples and past studies, we discuss technologies and computational methods available to design, test, and optimize gene circuits. We conclude with discussion of challenges involved in a typical design cycle, as well as those specific to cellular computation.
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Introduction
The last several years have witnessed the emergence of synthetic biology, a new area of biological research that aims to engineer gene circuits with desired functions for broad applications. This line of research has led to the development of diverse systems, such as oscillators, communication-based circuits, band detectors, bistable switches, ribo-switches, logic gates, and drug-producing cells. The broad spectrum of advances highlights the potential of the nascent field to impact diverse areas, including medicine, bioremediation, and computation.

Current computation is largely performed by digital computers with binary information encoding. Information is transmitted and processed by electronic circuits, which can be arranged to eliminate crosstalk between signals and circuit components so as to minimize errors in information processing. It has been recognized that there are limitations to current digital computing technology: electronic circuits are often rigid and inflexible by design. They cannot evolve and adapt once implemented. Furthermore, computing is energy inefficient – even a desktop PC can consume significant amount of energy and generate waste heat. Furthermore, their architecture, which is largely based on sequential computation of complex tasks, may not be best suited for handling certain classes of computation. Finally, digital computers are believed to approach their computing speed limits due to constraints in miniaturization of transistors. These challenges have led to the development of new computing modes that build on alternative technologies, such as quantum computing and DNA computing.

The advent of synthetic biology offers yet another opportunity to address limitations of digital computation, which may ultimately lead to “cellular computation.”
At the outset, cells appear to possess some distinct advantages over digital computers. Cells can thrive in extreme environments, such as geysers with high temperatures, deep oceans with extreme pressures, and even nuclear plants filled with toxic chemicals. They can be readily engineered to sense and respond to diverse environmental signals. They can communicate with one another to exchange information about their environment, which enables coordinated population dynamics. In this scenario, a cell population can be considered as a vast collection of miniature computers working in parallel, where each consumes extremely minute amount of energy (at least in comparison to digital computers). Importantly, cells can adapt and evolve when they are challenged with new information that arises due to changes in nutrient abundance or temperature. This feature has been exploited to optimize cellular parts or gene circuits.

These apparent advantages suggest the appealing potential and opportunity of using cells as programmable devices for computation. Neurobiology has a long history of considering neurons as computing units and extensive research is being carried out to decode mechanisms of such computing. These studies have led to attempts to design simple chemical networks to implement basic computing tasks, such as a Turing machine and a frequency band-pass filter. Along another line of thinking, biological development has inspired the concept of “amorphous computing” that aims to generate coherent behavior from a group of unreliable and unknown parts, such as cells. Given the impressive advances in synthetic biology, it seems a natural next step to consider implementing computing tasks from bottom-up using well-defined synthetic gene circuits. Before engineering cells to perform human-defined computation, however, we must address several fundamental questions. For example, what kind of computational problems can we pose to cells in such a way to fully exploit their advantages? What are the fundamental challenges involved in cellular information processing and computation? Exploration of these issues will benefit from deeper understanding of how cells process information in nature, which may in turn offer inspiration for cellular computation.

**Cellular information processing**

Cells process a plethora of environmental information relevant to their functions, such as variations in nutrients, growth factors, and temperature. This processing can be regarded as the flow of information from the extracellular environment, across the cell membrane and, through a series of signaling networks in the cytoplasm, finally initiating gene expression from the chromosome. Extracellular information is received by cell membrane receptors and transformed into intracellular signals. For instance, binding of a specific ligand to a receptor can often trigger fast time-scale responses, such as methylation or phosphorylation of the intracellular domains of the receptor. These responses in turn can modulate downstream signaling cascades, leading to longer-term regulation of a diverse array of cellular components, such as kinases, phosphatases, secondary messengers, and transcription factors. Some proteins (e.g., kinases) can directly regulate cellular metabolic activities in the cytoplasm. Others (e.g., transcription factors) may translocate to the nucleus to activate gene expression. However, natural
information processing may bypass some steps in the generic architecture illustrated here. An extracellular molecule may diffuse across the cell membrane, activate a transcription regulator, and then initiate gene expression. This is a common mechanism of quorum sensing for many gram-negative bacteria. In this case, information processing bypasses many intermediate steps, for example the receptor-ligand binding reactions.

Natural cellular information processing exhibits several interesting features. In particular, cells use various mechanisms to regulate information processing. This regulation may be conceptualized as being carried out by network motifs. A motif, such as feedback or feedforward regulation, is commonly defined as a small set of interactions among cellular components with a well-defined function 49-53. For example, positive feedback serves as the basis for ultrasensitive or bistable switches 54,55. Negative feedback may reduce noise and introduce stability 56, but may also generate oscillations if a long time delay is involved 57. A wide variety of feedforward loops are also common in cellular networks and have diverse yet well-defined dynamic properties depending on their specific architecture 58. Network motifs can be integrated to carry out more sophisticated cellular functions 50,59. These may include cell cycle regulation, apoptosis, and differentiation.

Another feature of cellular information processing is parallelism, where a large number of cells can carry out a certain function simultaneously. The parallelism is also evident when cells process complex information from diverse sources in parallel 60,61. Such parallel information processing can be illustrated using the Escherichia coli chemotaxis pathway, by which E. coli cells sense extracellular stimuli and then migrate accordingly. Bacteria live in a dynamic environment with multiple conflicting stimuli, including chemoattractants and chemorepellents. These stimuli simultaneously bind to respective membrane receptors and initiate signaling cascades leading to phosphorylation or dephosphorylation of a protein CheY. The extent of CheY phosphorylation modulates the frequency and direction of flagellar motor rotation, which then controls E. coli migration. Equipped with signaling cascades and gene regulatory networks, E. coli can respond flexibly to different streams of information in a complex and dynamic environment.

Mapping computation to circuit engineering
The versatility of cells in information processing seems to suggest a great potential for cellular computation mediated by engineered gene circuits. One immediate set of questions then relates to the nature of computational problems for which cellular computation might be advantageous. Evidently, some initial examples would be various logic gates that have been proposed or implemented over the last few years 20,26. Combinations of these logic gates can in principle serve as the basis for universal computation 62. To move towards more complex computation problems, however, we will need to develop much deeper understanding of how cells process information in natural contexts.
Here we attempt to map three commonly encountered computational problems (integration, optimization and signal-processing) to specific designs of gene circuits to illustrate the concept of cellular computation. For simplicity, we assume all these circuits are being implemented in *E. coli*, a major workhorse for synthetic biology research to date. These circuits (Figures 2-4) are hypothetical and their actual implementation may require fine-tuning or replacement of individual genetic components. However, we believe that these designs are within our reach given recent achievements in the field. Their implementation, if demonstrated to be functional, may open doors to exciting opportunities for cellular computation. Importantly, analysis and implementation of these circuits may offer insight into underlying mechanisms of nature cellular information processing.

**Integration**

The aim is to compute the integral of a function $f(x)$ in a limit, defined by $h_1(x)$, $h_2(x)$ and $g(x)$ (Eq. 1 and Figure 2a).

$$\int_{h_1(x)}^{h_2(x)} (f(x) - g(x)) \, dx$$  \[1\]

When $f(x)$ and $g(x)$ are simple functions, the integral is calculated easily with simple numerical methods such as the Simpson rule or the Trapezoidal rule. For more complex functions, such as ones encountered in quantum mechanics, the integral can often be approximated numerically using one of many Monte Carlo integration methods. The integral is essentially the area ($\Omega$) as defined in Figure 2a. We now define an area $\Phi$ with well-defined dimensions that encloses $\Omega$. Such algorithms evaluate multiple points in $\Phi$ and the points inside $\Omega$ will be registered as “hits”. In the simplest Monte Carlo method, the integral can then be calculated as the ratio of hits to the total number of points multiplied by $\Phi$ (Eq. 2). With this method, the approximation error decreases proportionally with increasing total number of points evaluated in $\Phi$.

$$\text{Integral} = \frac{\# \text{hits}}{\# \text{(all points)}} \Phi = \frac{\# \text{(fluorescent colonies)}}{\# \text{(all colonies)}} \Phi$$  \[2\]

Such method can be readily mapped into cellular computation. For simplicity, we consider a bounded area in an agar plate, covered by a uniform concentration of an immobilized ligand (Figure 2b). To “integrate”, we can engineer bacteria to carry a simple circuit that enables them to respond to the ligand by fluorescing (Figure 2c). By randomly plating these bacteria onto the agar surface, one can perform “integration” by simple colony counting: the integral can be estimated by the fraction of fluorescent colonies multiplied by the total area of the agar plate (Eq. 2). This simple system can be considered as an “integrator” and it can be implemented experimentally by using well-characterized inducible promoters. For illustration of the concept, colony counting on a surface will be convenient. However, the integration can also be carried out in three
dimensions to integrate over irregular volumes. In this case, one may first collect the bacteria and use flow cytometry to count the number of fluorescent bacteria.

We note that the non-trivial computational method can be mapped to an apparently trivial biological circuit (an inducible promoter). This suggests that using cells to do what we normally consider as “computation” may be quite straightforward. By itself, a simple integrator will unlikely have any advantage over current computing methods. However, if cells can be engineered so that the integration result is connected to a physiological function, then cells can carry out real-time calculation and make decisions accordingly. For instance, one can imagine using a ligand to control a quorum sensing module to enable cell-cell communication. This configuration may allow cells to “calculate” the volume of an environment and act accordingly. In a sense, natural quorum sensing bacteria are constantly using such Monte Carlo type integration to probe their environments.

Optimization

The notion of coupling environmental sensing and communication can lead to a gene circuit working as an “optimizer”. In an optimization problem as formulated in Eq. 3, the aim is to find the \((x, y)\) value in a bounded search space that maximizes an objective function \(F(x, y)\).

\[
\text{Objective: } \max F(x, y) \quad [3]
\]

For a simple \(F(x, y)\) with a distinct global maximum in the space, the problem can be readily solved by using numerical methods such as interior point methods or simplex methods. These methods often fail for complex \(F(x, y)\) with multiple local maxima. In this case, the problem can be solved by using stochastic search algorithms such as simulated annealing, genetic algorithms, and swarm algorithms. These stochastic search algorithms are also Monte Carlo methods that depend on statistical sampling of a search space. Briefly, \(F(x, y)\) is evaluated at multiple points in the search space. The evaluations in each iteration are used to guide the search directions in the next iteration. The processes of evaluation and searching are repeated until the algorithm finds solutions that maximize \(F(x, y)\). With limited computational resources, the success in locating the optimal solution will depend on the efficiency of “search” strategies. This efficiency can be improved by incorporating “communication” in the search process. That is, the algorithm integrates information from evaluations to choose appropriate search directions for the next iteration. In more mainstream statistical analysis, stochastic search methods are also coupled with Monte Carlo integration and "swarm-like" variants have proven most effective in even very challenging applications.

Many such algorithms have been inspired from biological processes (e.g. swarm algorithms and genetic algorithms) and they can be readily mapped back to cellular computation. \(F(x, y)\) can be represented by a distribution of ligand molecules on a
surface (Figure 3a). The molecules are immobilized and are not metabolized by cells. Bacteria can be engineered to respond to these molecules and adjust their motility (Figure 3b). This can be achieved by using the bacterial chemotaxis pathway that senses the ligand’s concentration gradient. In addition, they need to be engineered to communicate with one another, for example, by using a quorum sensing module. The communication will coordinate cells’ migration and increase the convergence rate of the population towards the optimal solution. In this design, we need to require that communication and ligand sensing be integrated at an AND gate. The AND gate can then be used to control chemotaxis by modulating the activity of key regulatory proteins, such as CheZ. This design aims to direct a cell population towards the optimal solution when both concentration gradient and cell density is high. We anticipate that cells regulated by this circuit will cluster significantly more than wild type cells at the globally optimal solution. As for any other complex gene circuit, successful implementation of the optimizer will require fine-tuning of circuit components to balance the amplitude and the signaling speed of both the ligand sensing module and the cell-cell communication module.

Some existing synthetic or natural circuits already possess partial characteristics of an optimizer described above. For instance, Anderson et al. engineered bacteria to invade cancer cells by using either a hyposia-sensing module or a quorum sensing module 24. As such, the engineered bacteria will only invade cancer cells either under an anaerobic condition or when their density is high. Modification of the gene circuit by integrating hyposia-sensing and quorum-sensing at an AND gate may improve specificity of bacteria invasion of cancer cells. This modified circuit can be considered as an optimizer in which the bacteria locate the optimal solutions (the cancer cells) by detecting multiple input signals. Budrene and Berg have shown that bacteria aggregate at a local space by using both chemotaxis and self-secretion of a chemo-attractant71. In this case, bacteria become the source of attractant molecules to other cells, which further promotes bacteria chemotaxis towards a certain direction. Extension of this natural circuit by using a cell-cell communication module to control cell motility will also allow implementation of the optimizer. If we take lessons from performance of stochastic search algorithms, the integration of communication with motility behavior will likely improve ability of these cells to locate optimal solutions. However, this notion will require further investigation by modeling and experimentation.

Fourier Transform

The first two examples will end up producing “steady-state” solutions of the computation problems. Natural information processing can also be carried out in the temporal domain. For example, consider an input signal represented by temporal fluctuations of a specific entity, such as electric pulses, concentrations of a molecule, or temperature. In many biological systems, an input signal can oscillate and its oscillation frequency may be critical. For example, during inflammatory response, expression of IL-2 and IL-8 cytokines peaks at an approximate [Ca^{2+}] oscillation frequency of 0.01/second 72. In this case, one would wonder whether cells are processing frequency information, how they do it, and how we can achieve a similar task using synthetic circuits.
Computationally, frequency contents of an oscillatory signal $x(t)$ can be analyzed using the Fast Fourier Transform $^7$. The essence of this method is to compare similarity between the signal ($x(t)$) and a basis function ($b(t)$) (Eq. 4). Common basis functions include sine and cosine functions. A coefficient $\lambda$ can be calculated to indicate similarity between $x(t)$ and $b(t)$. In this analysis, the signal-processing capacity is directly proportional to the number of basis functions: higher number of basis functions increases the temporal sensitivity of the signal analysis.

$$\lambda = \int x(t) \cdot b(t) dt \quad [4]$$

To map this computational method into cellular computation, we can define a signal $x(t)$ by changing the concentration of a signaling molecule (e.g., AHL) (Figure 4). We can then use a tunable natural or synthetic oscillator, such as the respressilator$^7$ to generate oscillations in a transcription regulator LuxR (R) with different frequencies, which “implements” the basis functions $b(t)$. In particular, we shall require AHL to activate LuxR (R*). If $x(t)$ has the same frequency as $b(t)$, we will expect the maximum concentration of active LuxR via a resonance effect. As a consequence, this can lead to maximum production of a fluorescent protein (GFP), whose concentration thus quantifies the similarity between $x(t)$ and $b(t)$. Based on the GFP concentration, we can identify $b(t)$ with high similarity with $x(t)$ and thus determine the frequency content of $x(t)$. We shall refer to this circuit as a “signal processor”. We note that these concepts have been proposed in the context of chemical networks $^4$. Their experimental implementation with engineered gene circuits will pose new and exciting challenges to synthetic biologists.

Again, aspects of this computation process can be identified in numerous natural biological processes, where cells process temporally changing information, for examples in circadian clocks $^4$, segmentation clocks $^5$, and Ca$^{2+}$ signaling pathways $^5$. In these examples, several fundamental questions are yet to be elucidated. In particular, what is the speed limit of information processing in each system? What is the underlying mechanism of cells’ response to an oscillatory signal? That is, how do cells decode frequency signals? Active pursuit of these questions will not only enable us to better understand how natural signaling networks are evolved to accurately handle diverse information contents, but also benefit engineering of cell-based computation.

**Design cycle of synthetic gene circuits**

Each of the three examples detailed above requires engineering of an appropriate gene circuit. Circuit engineering typically involves multiple rounds of a design cycle (see detailed review by Marguet et al.$^6$). Given a conceptual design, mathematical modeling is often used to explore its dynamics, which may offer guidance for subsequent implementation, test, and revision. For circuits with complex dynamics, the role of modeling becomes even more critical. In addition to suggesting choices of appropriate circuit components to initiate implementation, modeling may also identify critical
components for further optimization, by rational design or directed evolution. Conversely, data collected from experimental tests of an initial implementation can provide valuable information for evaluating and revising mathematical models and circuit parameters. This may benefit from established statistical methods.

Modeling-guided design

A wide spectrum of modeling methods, encompassing both deterministic and stochastic approaches, is available for circuit analysis. Interactions among circuit components can often be conveniently described by ordinary differential equations (ODE). An ODE model can be represented in a general form shown by Eq 5:

\[
\frac{d\tilde{C}}{dt} = V \cdot \tilde{f}(\tilde{C}) \quad [5]
\]

where \( \tilde{C} \) is a vector containing concentrations of each molecular species, \( t \) is time, \( V \) represents the stoichiometry matrix of reaction networks, and \( \tilde{f}(\tilde{C}) \) is a vector of expressions defining the rate of change for the concentration of each species.

When spatial transport of cellular components (e.g. by diffusion) plays a significant role in a circuit function, partial differential equations (PDE) can be used. This method has been frequently used to analyze pattern formations in organism development. Here, it would be most suited for analyzing the “optimizer”, where cells migration and quorum sensing signals diffusion are integral part of the circuit dynamics. Typically, this can be modeled by a diffusion-reaction model, as represented in a generic form in Eq 6.

\[
\frac{d\tilde{C}}{dt} = D \cdot \nabla^2 \tilde{C} + V \cdot \tilde{f}(\tilde{C}) \quad [6]
\]

where \( D \) is a matrix containing diffusivity of each component, and \( \nabla^2 \tilde{C} \) is the Laplacian of \( \tilde{C} \) and it can be represented by \( \frac{\partial^2 \tilde{C}}{\partial x^2} + \frac{\partial^2 \tilde{C}}{\partial y^2} \) in a two-dimensional Cartesian coordinate system (\( x, y \)).

Both ODE and PDE models are deterministic in the sense that, given the same initial conditions for each model, repeated simulations will produce the same results. Both models can be analyzed by using two popular types of mathematical analysis: parametric sensitivity analysis and bifurcation analysis. Parametric sensitivity analysis can be carried out to characterize quantitative changes of circuit dynamics in response to perturbations of circuit parameters. This analysis is most helpful for identifying critical circuit components. Bifurcation analysis is used to determine how qualitative properties of a circuit depend on its parameters. Specifically, it aims to find the steady-state solutions of a system and their stability. Bifurcation is said to occur when there is a change either in the number of steady state solutions or the stability of one or multiple solutions. For example, at a Hopf bifurcation point, a steady-state solution loses stability.
and sustained oscillation arises. Bifurcation analysis can be used to analyze the oscillator module in the signal-processor mentioned above, by predicting effects of circuit parameters on the oscillation amplitude and frequency.

The differential equations (DE) framework may be inadequate when molecular number of a species is low, which will generate “noise”, or stochastic fluctuations in cellular processes. When cellular noise drastically affects a circuit function, it has to be accounted for in the mathematical analysis. This can be carried out by chemical Langevin equations (CLE) or chemical master equations (CME). In CLE, a noise term is appended explicitly to an ODE. A typical form of CLE is shown in Eq 7.

\[
\frac{d\tilde{C}}{dt} = V \cdot \tilde{f}(\tilde{C}) + \sqrt{V \cdot \tilde{f}(\tilde{C})} \cdot \tilde{\xi}(t) \quad [7]
\]

where the 2\textsuperscript{nd} term captures intrinsic noise and \( \tilde{\xi}(t) \) is the white noise with unit amplitude.

A CLE model can be solved numerically by algorithms derived for standard ODE models. In fact, it approximates a CME model, which captures the “true” stochastic dynamics of a system consisting of elementary reactions in homogenous environment. A CME model can be solved by using the Gillespie algorithm. Following a Monte Carlo scheme, this algorithm tracks firings of individual reactions and time intervals between these firings.

Similar to spatial extension of ODE to PDE, spatial effects can also be incorporated into stochastic models. A spatial-stochastic model is particularly useful when noise affects reaction-diffusion dynamics of a molecule or a cell. This model has been applied to analyze intracellular signaling of MAPK cascades, segmentation dynamics of \textit{E. coli}, and bacteria chemotaxis pathways. The model can be used to analyze the optimizer by predicting effects of noise on cells’ migration in a search space.

Implementation

Many circuits may be constructed by combinations of existing genetic parts. Currently, there are concerted efforts to collect, index, and standardize commonly used genetic parts as Biobricks, which include RBS sequences, promoter sequences, and protein coding sequences (http://parts.mit.edu/). Well-characterized Biobricks will drastically facilitate implementation of diverse gene circuits by not only serving as the elementary building materials, but also by providing critical kinetic parameters for initial modeling. At the next level, well-characterized devices and systems with a matching interface can be integrated to generate even more complex systems. For instance, implementation of the optimizer will require a quorum sensing module and an AND gate, as well as an interface to connect with the chemotaxis pathways.

Experimental test
Once a circuit is assembled, its performance can be evaluated by standard biological techniques, including assays for gene expression and cell growth. In particular, circuit engineering will benefit from recent development of an array of new detection technologies, including flow cytometry, light microscopy, and microfluidics. In a flow cytometer, each cell is passed through an excitation light source. The light scattering and emission data from the cells will be collected. This technology has been used widely to collect population statistics such as fluorescence distribution and cellular morphology. Light microscopy is becoming an important tool for characterizing synthetic gene circuits. A distinct advantage of microscopy is that it can be used to track real-time cellular dynamics by recording time-lapse movies of engineered cells. This technique has been used to study noise in gene expression of a single cell and behavioral variations of bacteria chemotaxis activity.

In some cases, engineered cells have to be characterized under a variety of specific conditions for an extended period. Such tasks will benefit from recent development in microfluidics. Based on advances in microfabrication technologies, microfluidics is the design of miniaturized devices that handle samples at nanoliter volumes. One major impact of microfluidics on synthetic biology focuses on miniaturization of cell growth environment, in order to facilitate single cell measurements. For instance, Balagadde et al. used a microchemostat to characterize a population control circuit for hundreds of hours. Groisman et al. used a microfluidic device to maintain chemostatic conditions for bacteria and yeast growing in microchambers. Cookson et al. used a microchemostat to track gene expression of single yeast cells over multiple cell cycles. Oloffson et al. created a chemical waveform synthesizer that can generate spatial chemical gradient on a microfluidic chip. These devices can be particularly useful for characterizing circuits involving sophisticated manipulation of experimental conditions, for instance, the signal processor. In this case, a chemical waveform synthesizer can be used to generate an oscillatory signal and the microchemostat can be used to maintain the signal processor, in order to process a signal for a long period of time.

Model refinement guided by statistical methods

In the initial phase of mathematical modeling, reaction mechanisms and kinetic parameters are often derived from the literature or from the preliminary measurement of circuit components. Due to lack of quantitative information on cellular components (even standard parts), a model may not generate the “true” cellular dynamics as a result of parameter and model misspecification. In this case, and assuming adequacy of the overall functional form of the model, the analysis can be fine-tuned using statistical methods to fit the model to experimental measurements and refine understanding of relevant regions of parameter space. In the computational and technically attractive approach via Bayesian statistical methods, the steps involved are:

1) develop a statistical model representing errors of measurement, biological variability and parameter uncertainty,
2) summarize and represent existing biochemical information in terms of prior distributions, or more commonly classes of prior distributions, that reflect the substantive information and uncertainty about model parameters;
3) develop and understand the implied posterior distributions representing how the prior information is updated with experimental data to revise estimations and uncertainty measures about parameters -- typically this is carried out using Markov chain Monte Carlo (MCMC) techniques to simulate and summarize the statistical analysis.
4) Explore aspects of model fit, both within models fit to training data and in using fitted models to predict test data, for evaluation and criticism of assumed model forms that may lead to model refinements.

A statistical model, \( P(Y|\theta) \), describes the relationship between the data \( Y \) to be observed and a set of unknown parameters \( \theta \), in terms of a population sampling distribution of the data based on the mathematically specified model combined with statistical error components. For examples, suppose data are fluorescence levels for the integrator, spatial cell densities for the optimizer, or fluorescence levels through time for the signal-processor. One statistical model for the integrator is shown in Eq 8.

\[
P(Y_c | \theta) = N(\alpha + \beta x_c, \sigma^2) \tag{8}
\]

where \( Y_c \) is the background adjusted fluorescence level of cell \( c \),
\( x_c \) is 1 if cell \( c \) is bound to the ligand and 0 if not,
\( N(\mu, \sigma^2) \) indicates a Gaussian distribution with mean \( \mu \) and standard deviation \( \sigma \),
\( \alpha \) is the mean fluorescence level of unbound cells, and
\( \alpha + \beta \) is the mean fluorescence level of ligand-bound cells.

If the cells are assumed to be independent, the full statistical model is as shown in Eq 9.

\[
P(Y | \theta) = \prod_c P(Y_c | \theta) \tag{9}
\]

After observing data, this is called the likelihood and is denoted \( L(\theta) \), indicating that it is a function of the parameters having been defined on the basis of this specific, now known and fixed data outcome.

Bayesian parameter estimation requires encoding initial scientific information about parameters in a prior distribution that combines with the likelihood function to provide summary inferences. Repeat analysis with different models and priors is part of the natural, iterative model building process. Assuming one assigned prior denoted \( P(\theta) \), analysis can proceed and then be repeated under variations of the prior and model. One typical approach is to choose priors under which component parameters are independent, viz \( P(\theta) = P(\alpha)P(\beta)P(\sigma) \). At this point, we can assign probability distributions that restrict the range of our parameters. For example, we may expect the fluorescence levels of proteins bound to the ligand to be higher than those that are not. Therefore a probability distribution should restrict the range of \( \beta \) to be positive. An example is to choose...
\[ P(\beta) = N(\beta_0, \sigma_\beta^2) \delta(\beta > 0) \]

where \( \beta_0 \) is a prior point-estimate for \( \beta \), \( \sigma_\beta^2 \) represents prior uncertainty about that estimate, and \( \delta(\beta > 0) \) is 1 whenever \( \beta > 0 \) and 0 otherwise which restricts the range of \( \beta \) to the positive real numbers. Information from previous experimentation can be formally incorporated in this analysis through the prior. If we do not have any information about parameters, then we can use flat, non-informative priors.

After deriving the likelihood and assigning appropriate prior probability distributions to our parameters, the statistical model is fully specified. The next step, although not trivial, involves only algebra and calculus to derive the posterior distribution, \( P(\theta | X) \), of the parameters given the data. This is defined by Bayes' theorem as in Eq 10.

\[
P(\theta | X) \propto P(X | \theta)P(\theta)
\]

The posterior can only be derived and understood mathematically in the simplest models. Nonetheless, MCMC and other numerical simulation methods can draw simulated values of the parameters from this posterior to obtain very large posterior samples. Such sampled parameter sets can be directly summarized – in terms of histograms, sample means, variances, quantiles and so forth -- to provide descriptions of what has been learned from the experimental data relative to the specific prior distributions chosen.

As mentioned, such formal statistical methods can suggest model refinements in terms of suggesting different ranges of parameter values. For example, in the integrator, if the point-estimate for \( \beta \) is smaller then that for \( \sigma \) our signal-to-noise ratio will be very small. This indicates that the system requires cells that have a greater difference in fluorescence protein production between the ligand-bound and unbound states.

A variety of statistical models and data collection schemes can be developed to answer different questions. For example, in the optimizer, we can collect cell density measurements at a single time point or we can collect time-course data, and develop rich classes of statistical models for biochemical parameter estimation and evaluation of specific mathematical model forms.

**Circuit optimization and revision**

Preliminary design and testing of an engineered circuit will allow us to pinpoint and modify specific circuit components, such as ribosomal binding sites, promoters, or genes. This can be carried out by structural based rational design, guided by molecular dynamic simulations. This strategy has been recently applied to engineer a bacterial membrane receptor to bind new ligands such as trinitrotoluene, l-lactate, and serotonin.

However, when detailed knowledge about a component’s structure is unavailable, directed evolution can be used to modify its function. Directed evolution optimizes a component according to a specific design objective. The optimization starts with generation of a component library by randomly changing its sequence, for example, by
using the error-prone PCR method\textsuperscript{107}. The library is screened to identify component variants that can satisfy the design objective. For instance, Collins et al. used directed evolution to increase specificity of a LuxR protein to a specific target molecule, C8HSL, while maintaining its specificity to a wild type target, 3OC6HSL \textsuperscript{40}. The optimal LuxR proteins were selected based on their sensitivity to different dosage of C8HSL and 3OC6HSL. Similar approach has also been taken to optimize binding properties of receptor-ligand pairs\textsuperscript{108}, nucleic acid enzymes\textsuperscript{109}, and a genetic circuit\textsuperscript{41}.

### Challenges

While appealing, turning cells into computers will be tremendously challenging and requires deeper understanding of natural biological systems as well as new design strategies relevant to gene circuit engineering. In particular, what are the limits of cellular computation in terms of processing speed and accuracy? How do we control, modulate or exploit noise in cellular information processing? How can we increase robustness of a gene circuit, so that it will function properly under different conditions?

Computation speed is a critical factor in any computation. Cells running simple logic gates will not have advantages over digital computers – they would be too slow. Future cellular computation must be so designed to take advantage of the vast parallelism of cells. The parallelism can be exploited in algorithms that require a huge amount of simple calculations, such as the Monte Carlo type algorithms. This strategy is exemplified by the integrator and the optimizer. Still, the overall computation speed will benefit from optimization of individual components to increase their processing speed. This can be improved by increasing the production rate or the decay rate of a critical component in a circuit\textsuperscript{110}. It may also be modulated by incorporating network motifs such as negative feedback\textsuperscript{111} or feed forward regulation\textsuperscript{58}. Different cellular components will also have different intrinsic capabilities in terms of their processing speed. Signaling networks, which involve covalent modification of proteins (e.g. methylation and phosphorylation), in general have much faster dynamics than gene expression.

Importantly, computation results will be affected by the presence of cellular noise. As alluded earlier, cellular noise exists in the form of fluctuations in molecular concentration, which further leads to diverse cellular phenotypes\textsuperscript{82, 112-117}. Noise can be classified into two categories: the intrinsic noise, which arises from interactions between small numbers of interacting molecules; the extrinsic noise, which arises from fluctuations in the cellular environment\textsuperscript{96}. Noise can be both advantageous and disadvantageous in cellular computation. On one hand, noise is undesirable because it may reduce computation accuracy by causing randomness in gene expression. For instance, in the repressilator, noise affects the circuit’s function, resulting in only 40\% of oscillating cells\textsuperscript{7}. In this case, noise is a serious concern in engineering of a reliable and tunable oscillator. On the other hand, noise might be beneficial to cellular computation by introducing behavioral variability. For instance, Blake et al. has shown that variability in gene expression increases the survival advantage of yeast cells under acute environment stress\textsuperscript{118}. In the context of cellular computing, a heterogeneous optimizer population with
different migration rates and directions may allow cells to explore a bigger search space. This way, the optimizer will have a higher probability of finding the optimal solutions.

The impact of noise and other perturbations from the environment can be probed by sensitivity analysis, bifurcation analysis, or stochastic modeling, as described above. In most cases, we would want an engineered circuit to be robust, or insensitive, to such perturbations. To this end, noise can be modulated by different control strategies. For instance, it was demonstrated that negative feedback can reduce variability in gene expression. Cell-cell communication has been suggested as an effective strategy to couple cellular oscillators to realize synchronous oscillations. Other mechanisms, such as feedforward regulation and gene dosage may also enable further tuning of noise levels.

**Conclusion**

Drawing inspiration from biology, computer science, mathematics, and engineering, we may one day engineer cells to solve computation problems that are difficult to solve using conventional methods. The engineering process may also help us to understand how cells perform computation in nature. In the long term, we envision the design of cellular computers, consisting of cells with specific computation roles such as integrator, optimizer, and signal-processor.
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Figure legend

**Figure 1: Information flow in a cell.** Upon binding with extracellular signals, cell membrane receptors activate downstream signaling molecules. These signaling molecules (*e.g.*, kinase, phosphotase, etc.) are further processed by signaling cascades in the cytoplasm. These components may subsequently activate transcription factors, which in turn activate gene expression.

**Figure 2: An integrator.** (a) The integration is defined as the limit sum of $f(x)$ minus $g(x)$, bounded by $h_1(x)$ and $h_2(x)$. (b) An area $\Omega$ (a subset of an area $\Phi$) will be covered by uniform concentration of a specific ligand. (c) Cells can be engineered with a simple circuit that enables them to respond to the ligand by fluorescing. To “integrate”, these cells can be randomly plated onto the surface. The integral can be calculated as fraction of the fluorescent colonies multiplied by $\Phi$.

**Figure 3: An optimizer.** (a) We aim to find an optimal solution $(x,y)$ that maximizes a function $F(x,y)$. The function $F(x,y)$ can be represented by distribution of a specific ligand on a surface. (b) Cells can be engineered to sense the ligand concentration gradient and communicate with each other, and adjust their motility accordingly. Signals from ligand sensing and communication can be integrated at an AND gate, which modulates the activity of key chemosensory components, such as CheZ. The modulation aims to direct a cell migration towards a space with higher ligand concentration gradient and higher cell density. As a consequence of ligand sensing and communication, cells are expected to cluster around the position with the highest ligand concentration, thus realizing the optimization task.

**Figure 4: A signal processor.** We can define an input signal $x(t)$ by concentration changes of an AHL molecule. A natural or synthetic oscillator can be used to generate oscillations in LuxR with different frequencies. Each oscillation with a specific frequency serve as a basis function ($b(t)$). If AHL has the same frequency as LuxR, we will expect maximum amount of activated LuxR ($R^\ast$) molecules. This will lead to maximum expression of a green fluorescent protein (GFP). The fluorescent intensity can then represent the similarity between the $x(t)$ and a particular $b(t)$. Since we know the frequency content of $b(t)$, we will be able to extract the frequency power spectrum of the $x(t)$. For clarity, we have shown one basis function. With a tunable oscillator, multiple basis functions with different frequencies can be generated.
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(a) $f(x)$ and $g(x)$ are functions with domain $\Phi$ and range $\Omega$. The shaded area $\Omega$ is the union of $f(x)$ and $g(x)$.

(b) Colonies are shown in the shaded area $\Omega$.

(c) Ligand binds to the receptor, activating the gfp gene, which in turn produces GFP.
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