Solutions for Exercises 4.1 and 4.3

4.1:  Obtain an example of a model and loss function for which there is a 6y such that
d(X) = 0y is not admissibile.  Many possibilities exist, the most straightforward being
those where the distributions in the model P = {P : § € ©} do not have common support.
For example, suppose there are 6, and ¢, in ©, where the supports Sy, and Sy, of P, and
Py, have no overlap, so that Py, (Sg,) = 0 = Py,(Sp,). Then the estimator ¢'(z) = yl(x €
Say) + 011(z € Sp,) dominates the constant estimator §(z) = 6.

4.3:

(a) The four non-randomized estimators are

511(10) =0,
n(z) = (1 —x)0, + x0),
O () = 26y + (1 — x)6,
Onn(x) = 0,

u(x) if0<U<a

() ifa<U<b
dm(x) ifb<U<ec
Onn(z) fe<U<1

67’(537 U) =

where U ~ uniform(0,1). The risk set has a diamond shape, with the risks of the
non-randomized estimators as vertices. These risks are (0, 1) for &y, (1 —6;,0y) for oy,
(1, 0) for 5hh and (0[, 1-— Gh) for 5lh-

(c) The admissibile estimators are on the “southwest” boundary of the risk set. This
inclues dy, &;, and dyy,, and randomized estimators that are combinations of d;, and

one of d; and dyy,.

(d) (a) If m(6;) > 0,/(6, + 61), then J; is Bayes.
(b) If 7(6;) = 6,/(0; + 61,), then randomized combinations of d; and d;;, are Bayes.
(c) It 0,/(0,+6) <m(0) < (1—06,)/(2— (6,4 0y)), then dy, is Bayes.
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(d) If 7(6;)) = (1 —60,)/(2 — (0, + 61)), then randomized combinations of oy, and d;,

are Bayes.

(e) If m(6) < (1 —0)/(2— (6, +61)), then o5, is Bayes.



